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Preface

| completed my dissertation in 1991, and this csL1 edition presentsthat work
essentially unchanged. However, an anonymous CSL | reviewer raised anum-
ber of excellent pointsthat led me to add some explanationsand some further
discussion, and | have made a small number of minor changes here and there
aswell.

Thanks again to my dissertation committee: William A. Ladusaw (the
chair), Peter Lasersohn, and James McCloskey; to Robert C. Moore and my
former colleaguesat SRI, where | wrote most of the dissertation; and to all of
those mentioned in the acknowl edgements section of the dissertation. Thanks
alsototheLinguisticsBoard at the University of California, SantaCruz andto
the Center for Cognitive Scienceat Ohio State University for providing funds
for distribution of the dissertation manuscript. | am grateful to an anonymous
reviewer and to Tony Gee for help preparing the csLI version.

| would like to mention three of the papers that grew out of my dis-
sertation research. The investigation into the semantics of relational nouns
in chapter 2 lead to collaborative work with David Dowty, a part of which
has been reported in our 1993 NEL S paper ‘ Non-verbal thematic proto-roles
(A. Schafer, ed., proceedings of NELS 23, GSLA, Amherst); thetreatment of
donkey anaphoraand the proportion problem in chapter 4 gaveriseto ‘A pre-
suppositional account of proportional ambiguity’, to appear in Natural Lan-
guage Semantics; and a recent manuscript proposes an explanation for so-
called double genitives (e.g., a friend of John's), a topic which completely
baffled me at thetime | wrote the dissertation. These papers, aswell asapro-
log implementation of the fragments of the first three chapters of the disser-
tation, are available by contacting me at barker@ling.ucsd.edu.

Finally, as before, this dissertation is dedicated to Geoffrey K. Pullum,
who was so important to my early professional life.

Columbus, Ohio
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I ntroduction

Possessive descriptions are extremely common. On the front page of today’s
New York Times,! for instance, | counted 23 instances of the possessive con-
struction, distributed in such away that one out of five sentences contained at
least one possessive. As asecond kind of example, children acquire the pos-
sessive early in the two-word stage, so that by the age of 2 possessives can
account for up to twenty percent of a child’s productions.? In other words,
possessives are a basic and important part of the language.

Nevertheless, possessives have not been extensively studied by genera-
tive linguistsin general and semanticistsin particular, especially when com-
pared to other nominal constructions, such asthe bare plural, descriptionsin-
volving the definite determiner the or the indefinite determiner a, quantifica-
tional descriptions, and so on. Although many authors mention the posses-
sive in passing, no one to my knowledge has ever devoted a full-scale study
exclusively to the possessive.

My dissertation, therefore, sets out to investigate the semantics of pos-
sessives. What do possessive mean? More precisaly, how does the meaning
of a possessive depend upon the meanings of its constituents?

One reason that the semantics of possessives have been largely ignored
for solong isthat many people assumethat the answer to this questionistriv-
ial, and therefore uninteresting. For these people, possessives seem to be just
massively vague, and that is al there is to say. Edwin Williams states this
position most clearly in his Det Rule.

(1) TheDet Rule (Williams (1982, 283)):

The relation between the possessive NP and the following N/
can be any relation at all.

In support of this claim, Williams cites examples such as John's cat. He
points out that this phrase can refer to the cat John owns, the cat that is sit-
ting in John’s lap, the cat he just stepped on, and so on, seemingly without
limit. 1 will arguethat the Det Rule characterizesonly onekind of possessive.
Although there is considerable vagueness in some possessives, nevertheless
there are strong grammatical constraints on what a possessive can mean. For

1 1 May 1991
2 Seesection 2.1.
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aparticularly clear counterexampleto the Det Rule, consider the possessives
in(2).
(20 a thetable'sleg

b. *theleg'stable

Although the relation of a whole to a part makes for a perfectly reasonable
possessive interpretation, as in (2a), the inverse relation holding between a
part and a whole as expressed in (2b) has a very different status. More pre-
cisely, the entailment in (2a) that the leg is a part of the tableis missing from
(2b).

The larger goal of my dissertation, then, is to open adoor: to try to es-
tablish the possessive as a construction worth investigating. This introduc-
tory chapter, then, will survey the results of the dissertation. It will also give
a sketch of the main arguments developed in later chapters in support of my
analysis of possessives.

So what is a possessive?

John’s child

the man’s boot

awoman’s strength

somebody’s mother

my mother

most people’sdogs

some professors’ students' papers

3

Q@000

The examples in (3) give instances of what | will take to be the possessive
construction. Here and throughout the dissertation, | will use the terminology
givenin (4) in order to refer to the parts of a possessive.

(4) Partsof apossessive phrase:

[[most peopl€e’s] [favorite dogg]]
[[POSSESSOR PHRASE] [POSSESSEE PHRASE]]

Thus for me a possessive phrase (a ‘possessive’ for short) is the whole con-
struction, including both the possessor phrase and the possessee phrase.

In addition, | divide possessives into two descriptive classes depending
on whether they are quantificational or not. A QUANTIFICATIONAL pOSSeS-
sive is a possessive in which the possessor phrase is headed by a determiner
with quantificational force (or in which the possessor phraseisitself a quan-
tificational possessive). For instance, the possessive in (4) is a quantifica-
tional possessive, sincethe possessor phrase is headed by the quantificational
determiner most. Notice that in (3), each possessor phrase is marked by the
presence of the possessive morpheme’s (except for the suppletive form my).
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Although the possessive morphemeis related historically to one of the mor-
phemes marking singular masculine genitive inflection in Old English, | as-
sumethat thereisno genitive casein modern English. Thereforel will always
call phraseslike most people’s possessor phrases, and never genitives.

| should mention briefly some constructions that are not possessives on
my analysis.
(5 a thechildof John

b. achildof John's

Clearly, (5a) and (5b) each have areading on which they convey the same de-
scriptive content as (one reading of) the possessivein (3a). Thishasled many
peopleto call the expressionsin (5) possessives. On my account, the prepo-
sitional phrasein (5a) is simply a syntactic argument of the noun child, and
the meaning relation between (5a) and (3a) falls out from the way in which
the denotation of the noun child contributes to the meaning of the possessive
in (33), as sketched below and developed in detail in chapter 2. Similarly, |
analyze (5h), an example of the so-called “double genitive” (see Quirk et al.
1972, 203), as paralel to (5a), except that the object of the preposition hap-
pens to be a possessive containing anull category.

The per spective par adox

One of the central problems addressed in this dissertation is what | call the
perspective paradox. Thereis a strong intuition that possessivesin general,
and quantificational possessivesin particular, have at least two distinct kinds
of interpretations, depending on what the possessiveis “about”.

(6) a Mostdissertation students' longer papers are worth reading.
b. John'slast paper isworth reading.

The statement in (6a) can either be interpreted as a generalization about dis-
sertation students (some of their papers are worth reading), or as a general-
ization about papers (at least those ones written by dissertation students are
worth reading). By the same token, the non-quantificational possessive in
(6b) shows asimilar effect, corresponding to whether the point of interest is
whether the paper in question is John’s (focus on the possessor), or whether it
isthefact that the paper is John’s most recent effort (focus on the possessee).

What accounts for this intuition? | will argue that possessives are not
ambiguous (in any relevant way) in their syntactic structure, nor in their de-
scriptivecontent, nor intheir logical forms. | suggest instead that the perspec-
tive paradox, at least asfar as the truth conditions of quantificational posses-
sivesare concerned, isaspecia case of the so-called proportion problem. The
proportion problem arises whenever a quantifier (in effect) binds more than
onevariable at atime.
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(7) Usualy, if adissertation student writes alonger paper,
it isworth reading.

In this non-possessive example, the quantifier denoted by the adverb usually
binds the student variable and the paper variable simultaneously.

Thereis general agreement that the quantification in (7) givesriseto at
least two distinct sets of truth conditions, depending on how we calculate the
set of cases that are relevant for evaluating the quantification. We can indi-
viduate cases solely on the basis of the identity of the student, in which case
all of the papers written by a particular student will be lumped together into
asingle case; or else each distinct student/paper pair can count as a separate
case.

The problem of predicting which reading isappropriateiscalled the pro-
portion problem because what isat issuein thisparticular situation iswhether
the proportion of paperswritten by each student isrelevant. That is, imagine
that Stuart writes twenty long but boring papers, while his colleagues write
at most two papers each. The two readings described here correspond to de-
ciding whether or not Stuart’stwenty papers constitute twenty separate coun-
terexamples to the generalization expressed in (7).

| will proposethat in the quantificational possessive examplein (6a), the
quantifier denoted by the determiner most also binds two variables smulta-
neously, namely, the possessor variable and the possessee variable. On my
view, then, quantificational possessives naturally would be expected to give
rise to different proportional readings, depending on how we chose to lump
instances into cases. As in the adverbial example, there will be either one
case per student (the POSSESSOR-DOMINANT reading), or one case for each
distinct pair consisting of a student and the set of papers possessed by that
student (the syMMETRIC reading). These readings correspond exactly to the
two perspectives described above. Thus on my account, the intuition that
guantificational possessives can either be viewed as a statement about pos-
SEessors or as a statement about (a subclass of) possessees falls out from in-
dependently motivated assumptions concerning the nature of quantificational
binding and the individuation of cases.

Thereason | call thisaparadox rather than aproblem isthat even though
thereisgood reasonto believethat there are two distinct readings, these read-
ings never lead to a detectable difference in truth conditions. However, note
that possessives carry a unigqueness presupposition, just like a definite de-
scription. That is, a use of the possessive John's child will be felicitous only
in asituation in which thereis at most one maximally salient child possessed
by John. Similarly, (6a) will be felicitous only in a situation in which there
is at most one maximally salient set of papers for each student. Because of
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this uniqueness presupposition, then, there will always be a one-to-one cor-
respondence between students and their papers. Thismeansthat it will make
no difference whether we distinguish cases solely on the basis of the identity
of the student, or whether each student/paper pair constitutes a distinct case.
Either way, the resulting factorization of instancesinto caseswill beidentical,
leading to identical truth conditions.

Thus| resolvethe perspective paradox by showing how ageneral theory
of quantification will predict two kinds of interpretations for quantificational
possessives, and then explaining how a special property of possessives (their
uni queness presupposition) always neutralizes the potential for the two read-
ingsto give rise to distinct truth conditions.

Syntactic structure

Thereareat least twological possibilitiesfor the constituency of apossessive.
SPEC-OF-DP POSSESSIVE COMPOUND

(8 a [alady's] hat a[lady’s hat]
b. [most students'] papers most [student’s papers]

I will call these two structures the spec-of-DP analysis and the possessive
compound analysis, for reasons that will become clear shortly. | claim that
the spec-of-DP analysisis the only fully productive syntactic surface struc-
ture for possessivesin English.

If there had been an alternative surface structure available, clearly this
would haveledto apotential explanation for the perspective paradox. 1n (8b),
for instance, the spec-of-DP structurewoul d correspond to areading on which
most quantifies (primarily) over students (the possessor-dominant reading),
and the spec-of-NP reading would correspond to a reading on which most
guantifies over student/paper pairs (the symmetric reading).

To seethat possessives have only the spec-of-DP structure, consider de-
terminers that govern the number marking of their complements.

(99 a every man'sdogs
b. *every men’sdog

(10) a most men’'sheight
b. *most man’s heights

Sincethe determiner every requiresasingular complement, (9) showsthatitis
thenumber marking on the possessor that matters, and the number markingon
thepossesseeisirrelevant. Theobviousconclusionisthat the possessor forms
a constituent with the determiner to the exclusion of the possessee phrase.
Similarly, in (10) the determiner most requiresaplural complement, and once
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again we see that the agreement facts argue strongly in favor of the existence
of only a spec-of-DP analysis.

Since | assume a DP structure for nominals as defended by Abney
(1987), the resulting syntactic structure for possessives in English is given
in (12).

(11) a most people’srice

b.
DP

DPposs D'

DP Poss D NP

E|" |S @[plnsa A
/N

rice

D NP

s/ \
people
Here the possessor phrase is the determiner phrase serving as the specifier to
the zero determiner; the possessive morphemeis a phrase-final clitic indicat-
ing the presence of apossessive construction; and the possessee phraseisthe
noun phrase complement to the head determiner. In English, the determiner
that occurs in the possessive construction always happensto be a zero form.
In other languages, however, a wider range of determiners do co-occur with
possessor phrases, notably in Hungarian (see section 1.3).

In any case, given that the determiner most has people for its comple-
ment in (11b), it iseasy to see why the quantificational determiner most cares
about the number marking of the possessor nominal but not the possessee
nominal.

| call (11) an example of the spec-of-DP analysis because the possessor
phrase serves as a specifier in the determiner projection. Although | main-
tain that thereis no productive syntactic structure for possessives (in English)
apart from the spec-of-DP analysis, there is adistinct structure due to noun-
noun compounds that involve the possessive morpheme. Two examples ap-
pear in (12).

(12) a every [men'sroom|
b. designer [children’sfurniture]
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To see that these structures have the constituent structure as indicated by the
bracketing, notice in (12a) that men isin the plural, and roomisin the sin-
gular, which meansthat every takes men’'sroom as a unit for its complement.
Similarly, in (12b), there is a reading on which the adjective designer mod-
ifies the unit children’s furniture, without entailing that any particular child
designs anything.

However, the possessivesin (12) are noun-noun compounds. Noticethat
(12a) has anidiomatic reading on which men’sroom can only describe abath-
room, and in (12b), children’sfurniture serves as the name of akind of furni-
ture. If we attempt to insert an adjective between the possessor and the pos-
sessee, the idiomatic and kind readings disappear. Furthermore, the number
agreement factsindicate the presence of only a spec-of-DP reading.

(13) a every man'sclean rooms
b. designer children’s modern furniture

Thuswhenever we can be surethat we have a syntactic possessive rather than
apossessive compound, we can also be sure that we have a spec-of-DP struc-
tureasgivenin (11).

Possessive descriptions. lexical and extrinsic possession

| implied before that no one had studied the properties of possessivesin any
depth. That is not quitetrue. Thereis an extensive literature on the syntax of
derived nominals and gerunds that discusses the thematic role properties of
possessivesin great detail.
(14) a John'sgift

b. John’'spurchase

In (14a), for instance, John’s gift can either be the item that John received
or the item that John gave away. But in (14b), John’s purchase can only be
the item that John bought, and not the item that John sold. These examples,
adapted from Chomsky (1970), provide aclear class of systematic counterex-
amplesto William's Det Rule: the relation between the possessor and a pos-
sessee in a derived nominal cannot be any relation at all; rather, it depends
strongly on the thematic role structure of the derived noun.

Thus thereis a profound difference between the possession relation ex-
pressed by William's example John's cat, which is massively vague, and
the possession relation expressed by John’s purchase, which is strongly con-
strained by the nature of the derived noun purchase. In my analysis of the
descriptive content of possessives, | take for my starting point thisinsight of
Chomsky (1970), namely, that it isthe nature of the possessee nominal that is
crucia for predicting the syntactic and semantic behavior of the matrix pos-
sessive.
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More specifically, | propose that some nominals (e.g., kinship terms,
body-part terms) denoterelationsover pairs of entities. When suchanominal
occursin apossessive, then the possession rel ation entailed by the possessive
will expresstherelation denoted by the possesseenominal. | call such posses-
sives examples of LEXICAL possession, since the possession relation comes
directly from the lexical meaning of the noun. If, on the other hand, a pos-
sessee nominal simply denotesaset of individualsrather than arelation, then
wemust resort to some contextually determined relation. 1 will call such non-
lexical possessives examples of EXTRINSIC possession, since the possession
relation does not depend on any inherent qualities of the described object.

On my system, then, there is a formal distinction between possessives
that express a specific relation as determined by the possessee hominal, and
those that express a vague relation.

LEXICAL POSSESSIVES

(15) a  John'spurchase Derived nominals
b.  John’schild Kinship terms
c. John'snose Body part terms
d. thetable'stop Generalized part/whole relations
e. thewoman’spen pa Arbitrary relational nouns

EXTRINSIC POSSESSIVES

(16) a John'scat
b. John'syogurt
c. John'sfiretruck

The difference between the lexical possessivesin (15) and the extrinsic pos-
sessivesin (16) is that the possessee nominalsin (15) are al relational, and
the possessee nominals in (16) are not. To see that child is relational, note
that if aparticular entity isa child, that entails the existence of another entity
who isthe parent of that child.

Although most authors take the relational nature of some nouns to be
more conceptual than grammatical, | have taken a very literal approach on
which nominals trandate as either two-place predicates or one-place predi-
cates. Thus one of the lexical meanings of the noun child can be represented
as atwo-place relation between a parent and a child, as suggested by (17a).

(17) a [child] = AzAy[child(z,y)]
b.  [firetruck] = Ay[firetruck(y)]

By way of contrast, a non-relational noun like firetruck does not have any
lexical entailments requiring the existence of any other entity that standsin
a specified role towards that firetruck. Therefore it has only a set-denoting
trangdation, as expressed in (17b).
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Asatest for whether anounisrelational or not that isindependent of the
possessive construction, notice that whether a noun can take a postnominal
prepositional phrase depends (in part) on whether it isrelational or not.

(18) a achildof John.
b. *afiretruck of John.

In (18d), child isrelational, so it can trandate as a two-place predicate that
can take the of -phrase as an argument. But in (18b), firetruck denotes a set
of entities, so it translates as a one-place predicate that is not able to take an
of -phrase argument.

Now we can understand the contrast in (2). The noun leg isrelational,
but table is not. More specifically, leg denotes a two-place relation between
the leg and the entity that the leg isa part of; but the denotation of table does
not specify any such special thematic argument. That iswhy in (2a) we have
the possibility of a part/whole interpretation based on the lexical meaning of
leg, but the reversed expression in (2b) cannot entail a part/whole relation,
sinceit can receive only an extrinsic reading.

Of coursg, if a nomina is lexically ambiguous between a relation-
denoting expression and a set-denoting expression, then it will have either a
lexical reading or an extrinsic reading when it occursin apossessive, depend-
ing on which lexical sense is chosen. Thus John’s child can either be John's
own child (lexical possession), or it can be the child that John is responsible
for at the day-care center where he works (extrinsic reading). Inthiscase, the
relational sense of child can be distinguished from the set-denoting sense by
auxiliary entailments: the set-denoting sense carries the entailment that the
described entities are sufficiently young, but for the relational sense, the re-
quirement that the described entity isyoung is at most an implicature.

(199 a  John'schildren have children of their own now.
b.  John’'schildren try hard to be good when he gets that look.

On the lexical possession reading for (19a) entailing a kinship relation be-
tween John and his children, there is no entailment that John’s children are
young. But on the extrinsic reading in (19b), the entailment that his charges
are young are part of the intuitive satisfaction conditions.

Another way to state this observation isto say that the extrinsic posses-
sion relation is available only for the (prenominal) possessive construction,
so that a postnominal of -phrase can only receive areading that entails alexi-
cal relation. This means that the extrinsic possession reading of John's child
on which John works for a day-care center is not availablefor (18a). That is,
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we correctly predict that (18a) hasonly areading onwhichit entailsakinship
relation between John and the described child.?

One empirical domain where the lexical/extrinsic opposition is particu-
lar relevant involves the use of a possessiveto refer to anovel entity, that is,
in contexts in which an individual described by a possessive is not familiar
from previous context.

(200 a A manwakedin.
His daughter was with him.

b. A manwakedin.
#Hisfiretruck was visible through the window.

In the discourse in (20a), the indefinite expression a man introduces a man
into the discourse, and we can refer to that man using pronounsin subsequent
discourse. The point of interest is that the possessive description his daugh-
ter can also introduce a novel entity into the discourse. But the possessive
in (20b) is not successful. That is, it is odd to refer to a person’s firetruck
with a possessive description without having mentioned it first in previous
discourse.

| claim that the ability to use a possessive description to introduce a
novel discourse entity correlates with whether the possessive receives a lex-
ical interpretation or not. In (20a), daughter is a relational noun, so that
the discourse is perfectly felicitous, even in aneutral context. But in (20b),
the noun firetruck is not relational, so no lexical possessive is possible, and
the discourse is infelicitous (without previous context). The basic idea is
that as long as the possession relation is explicitly provided by the denota-
tion of the possessee, thereis no difficulty in accepting a definite description
whose reference depends on that relation; but if the relevant possession rela-
tion is an extrinsic, pragmatically-determined relation, then additional con-
text is needed in order to render a particular possession relation more salient
before a definite possessive whose reference depends on that relation will be
felicitous.

To summarize, on my analysis many possessivesare systematically am-
biguous between a lexical possession interpretation versus an extrinsic pos-
session relation, as controlled by the lexical argument structure of the pos-
sessee nominal.

3 See Partee (1984, 295) for a description of an unpublished analysisvery
closein spirit to the one devel oped here.
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However, this systematic ambiguity does not help us with the perspec-
tive paradox, since possessives can have a possessor-dominant or a symmet-
ric reading independently of whether they receive alexical or an extrinsicin-
terpretation. For instance, both the possessor-dominant and symmetric read-
ings described above for (6a) assume an authorship relation holds for each
student/paper pair (i.e., the possessor-dominant and the symmetric reading
are both based on a uniformly lexical possession interpretation).

Logical Form

Perhaps possessives are ambiguous at the level of logical form. Then we
could hopeto explain the perspective paradox asareflex of theindeterminacy
in the logical scope relations due to Quantifier Raising at the level of logical
form. However, | claim that there is at most one legitimate logical form for
each instance of the possessive construction.

First I will give what | propose as the correct logical form, then | will
explain why it isthe only logical form possible.

(21) Mary likes most people’s dogs.

Here most is a quantificational determiner embedded in a possessor phrase.
Following May (1985), | assumethat not only do quantificational determiner
phrasesraiseto take scope over their minimal clause, quantificational posses-
sorsalso raiseto take scopeover their host determiner phrase. Thesetworais-
ing operations applied to the surface structure for (21) give the logical form
in(22).

(22)
S
most DP, S
DP, DP DP VP
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The entire possessive raises up to adjoin to S, leaving behind a coindexed
trace with index z, and the possessor phrase raises to adjoin to DP, leaving
behind atrace with index y.

Onefinal adjustment rule shown in (22) modeled on the system of Heim
(1982) movesthe quantificational determiner up to hang asasister to its host
determiner phrase. Thiswill alow us to view the two sisters of the quanti-
fier asits two logical arguments, traditionally called the restriction and the
nuclear scope. In (22), for instance, the determiner phrase with index « char-
acterizestherestriction, and the clause that that determiner phraseis adjoined
to characterizes the nuclear scope, as schematized in (23).

(23) [most] ([people(y) A m(y,z) A dogs(z)], [likes(m, z)]
QUANTIFIER (RESTRICTION, NUCLEAR SCOPE).

Thisisthe logical formula generated by my fragment from the logical form
in (22). Here w isan indexical variable standing for the extrinsic possession
relation that holds between people and their dogs.

| givetwo main argumentsin favor of alogical form likethat in (22) in
which a quantifier embedded in a possessive raises up to take logical scope
over its host determiner phrase.

The first argument involves donkey anaphora. Donkey anaphora refers
to a situation in which an indefinite in a quantificational environment seems
to bind a pronoun without commanding it.4

(24) a  Every [woman who owns a donkey] [beatsit].
b. Every [woman'shusband] [believesthat she loves him].

On the most natural reading of (24a), for instance, there is donkey anaphora
between the indefinite a donkey and the pronoun it: for every choice of a
woman, thereis adifferent donkey that she beats. Heim (1982) proposes that
donkey anaphorawill be possible only if the indefinite occurs in the restric-
tion of aquantificational operator and the pronoun occursin its nuclear scope.
Thisisthe casein (244), since the phrase a donkey isin the restriction of ev-
ery, and the pronoun isin its nuclear scope, as suggested by the bracketing.
In the possessive examplein (24b) we have donkey anaphorarel ating the
possessee nominal husband with the pronoun him. That is, for every choice
of awoman, there isadifferent husband who has a belief about that woman's

4 Here and throughout this dissertation a node z commands a node y just
in case the mother of z dominates y, except that if z is the root node (and
therefore has no mother), then 2 commands al the nodes in the tree. Note
that this definition differs from the original definition of command given in
Langacker (1969). The version given here is intended as identical to IDC-
command as defined in Barker and Pullum (1990).
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attitude towards him. Therefore we can conclude that the possessee nominal
husband must be part of the restriction of every. Thisisexactly what we pre-
dict on our assumption that quantificational possessor phrasesraisein logical
form to take scope over their host possessee determiner phrase.

The second argument in favor of thelogical formin (22) comesfrom the
distribution of negative polarity items. Ladusaw (1979) shows that the quan-
tifier denoted by every licenses anegative polarity item only initsrestriction,
and not inits nuclear scope. In (25a), for example, the negative polarity item
any occursin the restriction of every and is acceptable.

(25) a Every [woman with any sense] [owns a donkey].
b. *Every [woman] [owns a donkey with any sensg].

But in (25b), any occursin the nuclear scope, and theresult isungrammatical .

(26) a  Every [woman'sson with any sense] [owns a donkey].
b. *Every [woman's son] [owns adonkey with any sense].

The parallel contrast for the possessive examples in (26) shows that the re-
striction of everyin (26) must includethe entire possessive determiner phrase.

Thus donkey anaphora and the licensing of negative polarity items sup-
port (22) asalogical form for possessives.

Evaluating quantificational possessives

Once we have settled on alogical form for our quantificational possessives,
we are ready to investigate their truth conditions. One very important fact
that we will need to account for iswhat | call the domain narrowing problem
for quantificational possessives, or ‘narrowing’ for short.

(27) Thedomain narrowing problem for possessives:
For a quantificational possessive expressing the possession
relation R, only those entitiesin the domain of R are relevant
for determining the satisfaction of that quantification.

To seewhat (27) istrying to say, imagine for amoment that we livein asolar
systemvery much like our owninwhich exactly threeout of nine planetshave
rings. Now consider whether (28) istrue of this solar system.

(28) Most planets' rings are made of ice.

Most of my English consultants agree that (28) istrue, so long as at least two
out of three of the planetsthat haveringshaveringsmadeof ice. Inparticular,
thereisnoinfelicity involvedin using (28) to describeasolar systeminwhich
only some of the planets have rings.

In effect, the quantification in (28) ranges only over planets that have
rings, and planets that fail to have rings neither count for or against the truth
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of the generalization; instead, planets that fail to have rings are ssimply ig-
nored. That is, the set of planets that are relevant in the evaluation of (28)
automatically narrows to include only those planets that have rings.

In view of the narrowing problem, | have decided to pursue an unselec-
tive binding approach as proposed by Lewis (1975) and developed in Heim
(1982). On the unselective approach, quantifiers ssmultaneoudly bind all of
the variablesin their logical scope that need binding.

(29 planet rings madeof ice

Saturn 1 yes
Neptune 7o yes
Uranus T3 no

Mercury —— ——
Venus _
Earth _
Mars _ —
Jupiter _
Pluto _

TS@mea oo

On the unsel ective binding approach, the quantifier denoted by most bindsthe
variables corresponding to the possessor and the possessee simultaneously
(call themthe planet variableand theringsvariable, respectively). Theevalu-
ation of an unselective quantifier, then, will depend on examining assignment
functions, where each line in the chart in (29) corresponds to an assignment
function. However, the only assignment functions that will be relevant are
those that satisfy the restriction. That is, in order to be relevant for the quan-
tification, an assignment function must assign the planet variable to a planet,
the ring variable to a set of rings, and the planet in question must stand in
the relevant possession relation to the set of rings. This means that only the
first three assignment functions suggested by (29) will count aslegitimatein-
stances for the quantification. The rest are automatically ignored, since they
fail to satisfy the restriction.

Thus the unselective binding approach automatically accounts for the
narrowing effect.

The proportion problem

Notice that we have been assuming that for each planet there is a unique set
of rings. Unselective binding runsinto trouble in situationsin which the cor-
respondence between the values of multiple variablesis not so well-behaved.
Consider again the adverbial quantification givenin (7), repeated here.
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(30) Usually, if adissertation student writesalonger paper,

it isworth reading.

In (30), the quantifier denoted by usually simultaneoudly binds the variables
corresponding to the student description and the paper description. On the
simplest view, we quantify over the set of all assignment functionsthat satisfy

the restriction, as schematized in (31).
paper worth reading

(3D student
S1
S1
52
52
53
53
53
S3
S3

TS@T™o g0 T

b1
D2

b3
D4

Ds
Ds
b7
Ds
Do

yes
yes
yes
yes
no
no
no
no
no

Then the quantification will be predicted true if and only if more than half of
the instances charted in (31) are instances in which the paper in question is
worth reading. Thus we predict that (30) will be falsein this situation, since
in 5 out of 9 instances the paper was not worth reading.

Now imagine that whether or not a paper is worth reading depends so
strongly on the qualities of the student that we can effectively ignore influ-
ences due to the circumstances under which the paper was written. After all,
in the scenario diagramed in (31), for any given student, either al or none
of their papers were worth reading. On this assumption, we can gather al of
the papers of a particular student together and consider them asan indivisible

lump, as suggested by (32).

(32 student paper worth reading

a s D1 yes Casel
b. s D2 yes

C. So P3 yes Casell
d ss P4 yes

e s3 D5 no Caselll
f. S3 Pe no

0. s3 7 no

h. 83 Ps no

l. 83 Po no

Let us call each group of assignment functions a CASE. Each member of
a case will be an INSTANCE of that case. Instead of giving each instance
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equal status in the quantificational scorekeeping, on this scheme we count
only cases.

Then we can keep scorefor the purposes of eval uating the quantification
according to the rule in (33).

(33) A casesdtisfies the nuclear scope iff
some instance of that case satisfies the nuclear scope.

Thusin (32), case |1, the case corresponding to student sz, is the only one
that does not count in favor of the quantification, since none of his papers
were any good. Given the case structure in (32), then, we predict that (30)
will be true.

Sincewe have arrived at adifferent truth value for the same set of facts,
this shows how changing the partition of instancesinto cases can affect truth
conditions.

The technique of grouping instances into equival ence classes resembles
proposalsin Root (1985) and Schwarzschild (1989).

In (32), the set of casesis determined solely by the value of the student
variable; that is, there is exactly one case per student. This assumesthat the
student variableis relevant for distinguishing cases, but the paper variableis
not. Thiscontrastswith (31), wherethere are nine cases. onefor each combi-
nation of a student and a paper. For thisinterpretation, both the student vari-
able and the paper variable are relevant for distinguishing cases.

Given an instance of quantification and a situation, how do you decide
whether a particular variableisrelevant for distinguishing cases? One factor
that is certainly relevant is the interpreter’s assumptions about causality and
genericity and non-accidental generalization. These sorts of assumptionsare
very difficult to model, however. One simple rule of thumb that am | fairly
sure of isgivenin (34).

(34) Thevariable corresponding to the surface structure complement
of aquantificational determiner is aways relevant
for distinguishing cases.

One consequence of (34) isthat for aquantificational possessive, the posses-
sor variable will always be relevant for distinguishing cases. Consider an at-
tempt to express the same generalization stated in (30) by using a quantifica-
tional possessive.

(35) Most dissertation students’ papers are worth reading.

This means that we predict there will be two interpretations for a quantifica-
tional possessive: one in which the possessee variableis taken to be relevant
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for distinguishing cases (the symmetric reading), and one in which the pos-
sessee variable does not help di stingui sh cases (the possessor-dominant read-
ing).

However, these two readings will always lead to identical truth condi-
tions. To see this, notice that (35) cannot be used to describe the situation as
depictedin (31) and (32). Thisisbecausefor the adverbial examplewe could
contemplate the relationship between a student and an individual paper on a
paper by paper basis. But for the possessive example, allowing the same stu-
dent to participate in more than one instance would violate the uniqueness
presupposition of the possessive in (35). | propose a treatment of this pre-
supposition based on the general proposal for handling uniqueness presup-
positions in Kadmon (1987). In particular, in order for (35) to be felicitous,
there must be a unique set of papers for each student.

(36) student  paper worth reading
a S1 {pl , D2 } yes
b. s {p3,ps} yes
C. s3 {ps,p6,p7,p8,p9} NO

Here each instance associates a student with the maximal set of papers that
satisfy the descriptive content of the possessive, and the uniqueness presup-
position is satisfied.

According to thetheory of proportion sketched above, we are till freeto
split up the set of instancesinto casesin two ways. Either we can distinguish
cases solely according to the identity of the student, or we can treat each dis-
tinct student/paper pair as a separate case. On either perspective, however,
there will be exactly one instance per case.

Thus a solution to the perspective paradox for quantificational posses-
sivesfalls out from a general theory of multivariable binding. On this view,
the two perspectives on a possessive quantification correspond to two differ-
ent choices for the set of variables that are relevant for distinguishing cases.
The reason that these alternative methods for evaluating a quantificational
possessive cannot be detected by examining intuitive truth conditionsis be-
cause the uni queness presupposition associated with the possessive construc-
tion neutralizesthe potential for the possessor-dominant reading and the sym-
metric reading to give riseto distinct case sets.

Summary

To summarize, | present an account of the semanticsof possessivesin English
which has the main features given in (37).
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(37) a

The picture that emerges is one on which possessives denote descriptions
whose descriptive content depends primarily on the lexical properties of the
possessee nominal. In quantificational contexts, both the possessor descrip-
tion and the possessee description participate in variable binding and bound
anaphora, including donkey anaphora, and the perspective paradox falls out

Possessives have a single syntactic analysis (modulo
noun-noun compounds) in which the possessor phrase
functions as a specifier to a zero determiner.

The denotation of possessive descriptions crucially depends
on the argument structure of the possessee nominal,
giving rise to lexical and extrinsic interpretations.

Quantificational possessor phrasesraisein logical form
to take scope over their host determiner phrases.

Unselective binding accounts for the narrowing effect,
aswell asfor the ability of possessivesto giverise

to donkey anaphora.

The possessee variable may or may not be relevant for
distinguishing cases, corresponding to possessor-dominant
and symmetric interpretations for quantificational possessives.

from a general theory of quantification.
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Syntax of possessivesin English

0. Introduction

The main construction of interest in this dissertation is the prenominal pos-
sessivein English. The ultimate goal isto provide acompositional semantics
for this construction. Obviously, this presupposes that we have a syntactic
structure for such expressions. The goal of this chapter, then, is to argue for
a surface structure for prenominal possessives. A representative exampl e of
the structure that | will argue for appearsin (1).

(1) a most students dogs

b.
DP

DP[posq D'

DP Poss D NP

E|" |S @[p|0$ A
N

dogs

D NP

|
most
students

Here the possessive morpheme is a phrase-final clitic indicating a possessive
construction, so that the possessor phrase serves as a specifier in the projec-
tion of a null determiner head. One crucial feature of this analysis for the
purposes of the later chaptersis that the overt determiner most forms a con-
stituent with the possessor nominal to the exclusion of the possessed nominal,
that is, the structure is predominantly left-branching.
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1. Historical synopsis

The present-day possessive morpheme 's comes from the genitive case suffix
-esoriginally used for a subclass of masculine nounsin Old English.

2 Nominative Accusative Dative Genitive
Masculine  stan-() stan-) stan-e  stan-es  ‘stone’
Feminine ta-u tal-e tal-e tal-e ‘tale

The origin of the possessive marker as a case suffix is reflected in the
widespread practice of calling modern possessor phrases ‘genitives. This
terminol ogy assumes that modern possessor phrases are vestigal examples of
the genitive casein the sameway that a handful of pronoun forms continueto
justify asynchronic distinction between nominative and accusative (seg, e.g.,
Quirk et al. 1972, 192).

| agreewith Janda (1980), however, in assuming that the modern'sisnot
a case marker, but rather a phrase-fina clitic indicating a grammatical rela-
tion in aparticular syntactic construction. For instance, if 'swere atrue case
marker, then it would presumably appear on the head of the phraserather than
at its rightmost margin (*the man's | saw hat versusthe man | saw’s hat). In
view of this position | have adopted the policy in this dissertation of never
referring to amodern English possessive as a genitive.

As for the syntax of the Old English possessives, there were both
prenominal and postnominal constructionsin which the noun, the determiner,
and any modifiers all appeared in the genitive case.!

() [bees arwurp-an wer-es) gebedragdden-e
the.GEN honorable-GEN man-GEN  prayer-DAT
‘to the honorable man’s prayer’

(4 paae gebedragdden-e  [pass arwurp-an wer-es)
the.DAT  prayer-DAT the.GEN honorable-GEN man-GEN
‘to the honorable man’s prayer’

In these Old English examples the bracketed possessor phrase may appear
before the possessee noun asin (3) or after it asin (4). In each case the deter-
miner, the adj ective, and each noun or namein the description of the possessor
inflects to show genitive case.

Therewasalso asplit genitive (the terminology isdueto Ekwall (1943))
inwhich part of the possessive appeared before the possessee noun, and part
was extraposed to postnominal position.

1 Except as noted, sources for the examples in this section can be found
in Tabor (1991).
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(5) [pees cyning-es|  sweoster [Ecgfrid-es]
the.GEN king-GEN  sisterNOM  Ecgfrid-GEN
‘the sister of Ecgfrid the king’

(6) [Wihtred-es]  sun-u [cing]
Wihtred-GEN  son-NOM  king
‘King Wihtred's son’

(7) [pbe king-es] broper [of france]
the king-GEN brother of  France
‘the king of France's brother’

When English began to lose its case distinctions, some of the earliest exam-
ples of the general neutralization of caseinvolved the postnominal portion of
the split genitive. In (5), for instance, the postnominal portion showsthe gen-
itive suffix, but in (6) and (7), the postnominal portion appearsin the neutral
form with no case affix.

Theneutralizationlater spread toincludedeterminersin prenominal pos-
SesSiVes.

(8) pes deofl-es bearn
the-GEN  devil-GEN  child
‘the devil’s child’

(9 be huses burle

the house-GEN  window
‘the house’'s window’

These two examples from the Ancren Riwle (circa 1200) show astagein the
development of English in which the determiner of the possessor phrase be-
ginsto loseits genitive marking. Tabor (1991) points out that thisis the point
at which it first becomes plausible to analyze the genitive ending on the head
nominal as a phrase clitic rather than as a case marking, clearing the way
for aninnovation described immediately below that will allow the possessive
morpheme to show that it must be a phrase-final clitic.

The split genitive died out by the middle of the fourteenth century. As
the split genitive declined, it began to be replaced by the so-called group
genitive (see Jespersen 190949, vi:281). The use of ‘group’ here is meta-
linguistic, in that the group isagroup of words. That is, the possessive phrase
is syntactically complex and contains modifying phrases. Thus instead of a
split genitive with the modifying material extraposed, asin (7) (alater exam-
ple from the end of the thirteenth century), we have the modifying material
adjacent to the possessee nominal, resulting in the first examples of the pos-
sessive morpheme attaching to the right margin of the possessive phrase and
not to the possessee nominal.
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(10) a thegod of depesheyr
‘the god of dleep’s heir’
b. thegrete god of loves name
‘the great god of love's name’

c. God of loves servauntz
‘the God of Love's servants'

Thefirst noted examples are these three phrases from Chaucer. The fact that
the possessor nominals do not have genitive marking on their head nouns (in
each case, god) shows the change in status of the /-z/ morpheme from a gen-
itive case marker to a phrasefinal clitic.

The development of the possessive morpheme as a phrasefinal cliticin
English can be compared to the situation in modern German and modern Nor-
wegian. German retainsthe genitive marking on the head nominal of the pos-
sessor determiner phrase (as well as on the other subconstituents), but Nor-
wegian, like English, has the possessive morpheme as a phrasefina clitic.

(11) German:
Das Haus [des at-en Mann-es
theeNomM  house.NOM  the.GEN old-GEN  man-GEN
mit dem Bart]
with the.DAT beard.DAT

‘the old man with abeard’'s house’

(12) Norwegian:
den [gamle mann-en med skjegg-et-s| hus
the old man-the  with  beard-the-Poss  house
‘the old man with a beard’s house’

These examples are from Fiva (1987). Note that in the Norwegian example,
the possessive clitic appears outside the definite article clitic, contrary to ex-
pectation if the possessive morpheme were a case inflection. Each nominal
getsitsown article, so that (unlike English) possessive phrases co-occur with
articles. Presumably the contrast between possessives in German on the one
hand versus English and Norwegian on the other isrel ated to thefact that Ger-
man has retained a robust four-way distinction in case. So German is pre-
sumably what English (or Norwegian) possessive marking would be like if
English (or Norwegian) had retained a case system in which the possessive
involved a genuine case marker.?

2 | return briefly to the status of the modern possessive morpheme as an
edge inflectionin section 1.3.
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In the mid to late Middle English period, a variant of the prenominal
possessive arosein which apossessive pronoun appearswhere the possessive
clitic normally would.

(13) a theCounthisgalies ‘the Count's gallies
b. my sister her watch ‘My sister’s watch’
c. MrsSandshismaid ‘Mrs. Sands' maid’
d. Marshisheart ‘Mars heart’
e. HerculeshisPFillars ‘Hercules pillars
f.  thedaulphin of France hispower ‘the prince of France's
power’

These examplesare selectionsfrom Barber (1976, 200-1), Janda (1980, 248),
and Pei (1967, 81). The construction goes back to the thirteenth century at
least, and persisted until the beginning of the eighteenth century. Sometimes
the feminine pronoun appeared when the possessor would normally control
feminine agreement, as in (13b), although an invariant masculine form was
also common, as shown by (13c); lessfrequently, exampleswith thethird per-
son plural their show up.

The use of the pronoun rather than ’s occurred more often after words
endinginasibilant (Pylesand Algeo 1982, 187). A word ending in asibilant
would requirethe[-1z] allomorph of the possessivemorpheme, which leadsto
apotential for confusion between the pronunciation of the possessive pronoun
his (from which the [h] often dropped during this period) and the possessive
morphemein these cases. Indeed, based on this correlation Janda (1980) and
Pyles and Algeo (1982) argue that the his construction represents a reanaly-
sis of the genitive suffix as a pronoun. This hypothesis has the nice property
of explaining the preservation of the genitive suffix as a phrase clitic when
all other inflectional case suffixes perished when English lost its case distinc-
tions. Whatever the part the his construction played in the development of
English, it never supplanted the -es possessive, since possessivesin -es con-
tinued throughout the period of the his possessive.

There is a construction in modern Norwegian as well as modern collo-
quial German that is strikingly similar to the Middle English his possessive.
I will illustrate this construction with examples from Norwegian.



24 | POSSESSIVE DESCRIPTIONS

(14 a Pers bil
Peter-poss  car
b. bil-en til Per
car-the to Peter
c. Per sin bil
Peter 3S.REFL car
d. hil-en has Per
car-the his Peter

These examples from Fiva (1987, 2) all trandlate as Peter’s car. In parallel
with English, (14a) corresponds to the prenominal possessivein’'s (cf., Pe-
ter'scar), and (14b) is arelated postnominal construction (cf., the car of Pe-
ter). In (14c) thereis areflexive pronoun sin, very much like the middle En-
glish his possessive, except that in Norwegian (and colloquial German) the
pronoun always agrees with the possessor nominal in person and number. In
(14d), the possessive phrase appears postnominally and the linking pronoun
is not reflexive. Note that the clitic possessive in (14a) on the one hand and
the pronoun construction (14c¢) and (14d) on the other hand are both fully pro-
ductiveand arecompl etely distinct from each other syntactically and morpho-
logically. | do not know the history of the Norwegian construction, nor what
sort of influence there might have been across languages through contact in
thefirst centuries of the millennium; but it seems reasonable that a more de-
tailed comparison with the Norwegian and the German data can potentially
shed light on the correct analysis for the Middle English construction.

Thus the historical development of the possessive construction is con-
sistent with the following conclusion concerning the synchronic description
of English: the possessive morpheme'sis aphrase-final clitic that attachesto
right margin of the possessor phrase.

2. What counts as a possessive?

The remainder of this chapter investigates the distribution and the syntactic
structure of possessivesin (modern) English.

(15) a  John'struck
b. thewoman’s grandmother
C. every young man'sdream
d. most people'sfavorite color
e. some professors students' longest papers

The determiner phrasesin (15) give examples of what | consider to be syn-
tactic possessive constructions. In each casethereisafull determiner phrase
in the position normally occupied by a determiner: John's, the woman's, and



SYNTAX OF POSSESSIVES IN ENGLISH / 25

so on. | will call determiner phrases in this specifier position ‘ possessor’
phrases, since they describe the entity that bears the possessor role in thein-
terpretation of the larger phrase. The possessor phrase is always marked by
the possessive clitic 's, which occurs as the rightmost element in the posses-
sor phrase. What | call a possessor phrase is often called a possessive or a
genitive in the standard terminology, but | will reserve the term ‘ possessive’
for referring to the larger expression corresponding to the entire host deter-
miner phrase. Thusin (15a), John'sisapossessor phrase, truck isapossessee
phrase, and John’struck is a possessive.

For the purposes of this dissertation, | will consider the construction il-
lustrated in (15) as the only genuine syntactic possessive. There are at least
two other candidate constructionswhich could potentially be classed with the
expressionsin (15) which | would like to mention here in order to set them
aside.

First, in addition to the syntactic constructionillustrated in (15), the pos-
sessive morpheme can also participate in the formation of lexical noun-noun
compounds. For instance, there is an idiomatic reading of men’s room on
which it describes a bathroom. Thus | went to the men’s room is ambiguous
between a genuine possessive construction (‘1 visited the room possessed by
some contextually salient group of men’) and alexical compound (‘1 went to
the bathroom’). Although section 1.4 discusses such lexical compounds in
more detail, the remainder of this dissertation will concentrate on the syntac-
tic possessive.

The second class of expressionsthat | would like to exclude from con-
sideration as possessives involve prepositional phrasesin of.

(16) a achildof John
b. achildof John's

Such phrases are often, though not always, considered to be types of posses-
sive. For instance, Quirk et al. (1972, 194) call (16a) a periphrastic genitive,
which they also call an of-genitive. Jespersen (190949, vii:310-1; iii:15—
23), on the other hand, carefully distinguishes both of the constructions in
(16) from the possessive constructions given in (15). | will adopt Jespersen’s
position, namely, that it is better to reserve the term ‘ possessive’ for the con-
struction in (15), without failing to recognize that there are parallels between
the expressionsin (15) and those in (16).

The temptation to view a child of John as a possessive comes from the
strong intuition that it carries the same descriptive content as (one reading of)
John’s child (modulo uniqueness entailments). In classical transformational
grammar, this led to various analyses on which possessives and of-phrases
wererelated viatransformation; see, e.g., the discussion of Smith (1964) and
Jackendoff (1977) in section 1.3.
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| view the prepositional phrase of John as a nominal argument exactly
on a par with the prepositional phrases in the destruction of the city or the
top of the table. Chapter 2 will explain in detail how these non-possessive
descriptions can mean the same thing as their possessive counterparts.

Note that although the larger phrase in (16b) is not itself a possessive
construction, it does contain a possessive as the object of the preposition of.
That is, | view John'sin (16b) as a full possessive phrase containing an in-
stance of zero nominal anaphora, exactly as in the sentence Let’s you watch
Mary's children, and I’ [l watch John’s.

The distribution of possessives with zero anaphorais rather mysterious
in postnominal prepositional phrases.

(17) a |saw achildof John's.
b. 7 saw achild of that man's.
c. *| saw achild of every man’'s.

Why is zero anaphora possible in (17a) but not in (17b) or (17¢)? Unfortu-
nately, this dissertation will have nothing further to say about the principles
that govern the availability of zero nominal anaphora.*

Thus the topic of this dissertation is very narrowly defined indeed from
a syntactic point of view. Nevertheless, | hope to show that that the seman-
tic structure underlying the interpretation of possessivesissufficiently richto
justify an extended investigation.

3. The DP hypothesis

In the past thirty years, the field has moved from unanimous agreement that
possessives are all derived from other constructions via transformation, to
unanimous agreement that they are all base-generated. At least from Lees
(1959) until Chomsky (1970), the default assumption wasthat every instance

3 Oneof the difficultieswith this approach isthat the zero nominal cannot
be taken as anaphoric for the child nominal, since (16b) does not mean the
samething as a child of John's child, which refersto John’s grandchild. Mc-
Cawley (1988, 389), describing work of Narita, is doubtful that (16b) can be
successfully analyzed as an example of zero anaphora. Also, see Nerbonne
et al. (1989) for atreatment of the semantics of zero nominal anaphora.

4 Quirk et al. (1972, 203) also distinguish akind of possessivewith azero
possessee phrase that they call a ‘local genitive’. For example, the posses-
sivein| met himat John'sis conventionally interpreted as referring to John's
home. | discuss such examplesbriefly in section 2.4 in the context of explor-
ing the role of conventional expectation in resolving the reference of vague
possessivesin general.
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of the possessive morpheme was inserted by a transformation. We shall see
that on the current assumptions, represented here by the DP hypothesisas de-
fended by Abney (1987), all possessives are base-generated.

Smith (1964) gives a particularly detailed transformational account on
which John’shat is derived by means of at |east five discrete transformational
steps, beginning with a declarative sentence predicating possession.

(18) a Johnhasahat. Base-generated
b. ThehatisJohn’s. Genitive transformation on (a)
c. ahatwhichisJohn's Relative clauseformation
d. *ahat John's Delete“WH is’ (‘Whiz' deletion)
e. ahat of John's Insert of
f.  John’shat Reorder, deleting of

The complexity of the derivation of John’shat wasin part justified by the fact
that many of the intermediate steps are grammatical stopping pointsin their
own right (viz., (b), (c), and (€)).

The appea of the transformational accounts is the way that they are
ableto forge explicit connections between classes of expressionsthat seemto
mean the same thing, for example, John’s hat and a hat which is John’'s. By
the end of the 1960s, however, it became clear that not all possessive could
be derived by transformation. In particular, Chomsky’s (1970) ‘ Remarks on
Nominalization’ (‘Remarks') proved to be a crucia turning point in the de-
velopment of the standard syntactic analysis of possessives. Remarks estab-
lished asystem of limited derivation of possessives. some possessivesare de-
rived by transformation, and some are base-generated. In particular, Chom-
sky distinguishes gerunds, which are produced by transformation from the
corresponding verbal construction, from derived nominals, which are base-
generated with nominal heads.®

One important contribution of Remarksto the study of the semantics of
possession was theway it focused attention on the lexical semantic argument
structure of derived nominals.

(199 a John'seagernessto please
b. *John’'seasinessto please

For Chomsky, the ungrammaticality of (19b) was due to differences in the
lexical properties of the derived nominals eagerness and easiness. To gener-
alizefromthisexample, itisthelexical propertiesof the head of the possessee

5 These so-called derived nominals are “ derived” only in the morpholog-
ical sense by various processes forming nouns from verbs (e.g., destruction
from destroy, gift from give, laughter from laugh).
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phrasethat controlstheinterpretation of thelarger possessive. We shall seein
chapter 2 that thisinsight is crucial in describing the semantics of possessive
descriptions.

Jackendoff (1977) further devel ops some of the argumentsin Remarks,
as well as adding some new arguments, in support of the idea that at least
some prenominal possessives are base-generated.

(20) a theleg that John has
b. John'sleg

For instance, based on this contrast mentioned in Remarks, Jackendoff argues
against atransformational account on which prenominal possessives are de-
rived from relative clauses expressing possession. For Jackendoff, (20a) can-
not be the only transformational source for (20b), since (20b) has a reading
that (20a) does not. That is, (20b) has an interpretation on which the leg in
question is part of John’s body, the so-called inalienable reading. But this
readingisunavailablefor (20a). Sincetransformations preserve meaning, the
output of atransformation cannot have any interpretation that its source does
not. Therefore if (20b) has a reading that (20a) does not, then (20a) cannot
be the sole source for (20b).

The theoretical progression so far has moved from generating all pos-
sessives viatransformation (Smith (1964)) to generating some possessivesin
the base (Remarks), to generating an even larger proportion of possessives
in the base (Jackendoff (1977)). At the same time, Schachter (1976) ques-
tionswhether gerunds, too, cannot be base-generated. Thenext logical stepis
taken by Rappaport (1983), in which all possessives are base-generated. For
Rappaport, correspondences between thematic role structuresin, e.g., active
and passive nominals are expressed through ‘linking’ rules associating func-
tional (semantic) argument structure with overt syntactic arguments. Posses-
sives are at least potentially still subject to various syntactic processes, in-
cluding movement, merely by virtue of that fact that possessor phrases are
determiner phrases (see, e.g., Stowell (1983; 1989)); however, the modern
assumption is that all possessives are base-generated, and therefore not cre-
ated through movement.5

6 Certainly thereislittle support for aderivational analysisfrom first lan-
guage acquisition. Braine (1976, 76) points out that possessives such as
Mommy book ‘Mommy’s book’ occur at a stage at which there is no sign of
averbal category corresponding to averb phrase. Brown (1973, 196—7; 312)
also points out that not only do the putative clausal sources for prenominal
possessives (he mentions sentencesin have) occur | ater than possessives, any
potential relative clause input to a preposing transformation occur even later.
All of the acquisition evidence points to the conclusion that possessives are
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Given that possessives are base-generated, the crucial question now be-
comes: are possessor phrases specifiersto alexical category or to afunctional
category? A lexical category is an open class containing content words, e.g.,
verbs, nouns, adjectives. A functional category containsonly functionwords,
wordswith fully grammaticized meanings, e.g., complementizers, inflection,
and perhaps negation. Put another way, the question becomes: is the head of
the nominal most women the noun or the determiner? In particular, if pos-
sessor phrases are specifiers, are they specifiers in the projection of a noun
(yielding anoun phrase) or of adeterminer (yielding a determiner phrase)?

Abney, in his (1987) dissertation, defends an idea proposed by Brame
and many others (seethe citationsin Abney (1987, 77)) that what have tradi-
tionally been called noun phrases are actually determiner phrases. Obviously
this hasimportant consequencesfor the syntactic status of possessor phrases.
On Jackendoff’s analysis, for example, possessors are specifiers in the noun
projection. On the DP hypothesis, they are specifiers in the determiner pro-
jection. On the old view, prenominal possessives are full phrasal categories
that share their syntactic position with lexical determiners. On the DP hy-
pothesis, prenominal possessives are till phrasal specifiers, but determiners
are heads, not specifiers.

(21) Traditional NP analysis:

NP
SPEC N’
| |
NPor D N

| |
John’sorthe  dog
(22) TheDP hypothesis:
DP

A
AA

DP Poss

|

John ’s every A
wish

The puzzle on the traditional view is why such different things as possessors
and determiners should share a phrase structure position, suggesting in effect

as basic aconstruction as, say, subject and predicate or nominal and modifier.
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that they are adigjunctive natural class. This puzzleis solved on the DP hy-
pothesis. they do not share a position at all, as shown in (22). On the DP
hypothesis, then, the entire possessive is analyzed as a projection of a deter-
miner head, and the possessee phrase is a full noun phrase. That is, in the
determiner phrase most women, woman is a full noun phrase serving as the
complement to the head determiner most.

I will use the term ‘nominal’ as a neutral way to refer to either noun
phrases or determiner phrases at any level of projection.

Syntactic status of the possessive morpheme 'S

The example in (22) shows a possessor phrase co-occurring with the deter-
miner every. The phrase John's every wish is useful for illustrating the basic
idea of the DP hypothesis, but it would be very misleading to suggest that in
general possessor phrases can co-occur with the full range of determinersin
English (compare, for instance, * John’s some wishes, * John’sa wish, and so
on). For all practical purposes, we can ignore John's every wish as a frozen
form, and simply assume that a possessor phrase is incompatiblein English
with the presence of an overt determiner.

One way to resolve this problem would be to decide that the possessive
morpheme itself is alexica determiner that just happens to be morphologi-
cally realized as a phrase-fina clitic (e.g., see Abney (1987, 44)).

(23)

DP
DP D’
|
John A
D NP
|
'S
dog

The fact that the possessive morpheme occupies the determiner position
would explain why possessor phrases are in complementary distribution with
(other) determiners.

Although I do not know any truly compelling argument against the struc-
turein (23), | will adopt an analysis on which the possessive morphemeisjust
asyntactic marker, and the head of the possessive determiner phraseisa spe-
cial zero determiner fjposs -
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(24)
DP

D P[ poss D'

DP Poss D NP

A |S @[pl)sa A

John dog

Given the DP hypothesis, thisis the analysisforced by the morpho-syntactic
analysis of the possessive morpheme advocated by Nevis as developed by
Zwicky, Miller, and others.

Zwicky (1977) arguesmainly on morphological groundsthat 'sisanin-
flectional marker, like the nominal plural marker. However, since the posses-
siveisintroduced by the syntax at the phrasal level rather than at the lexical
level like other cases of inflection, it is realized on the right edge of a con-
stituent rather than on the head of that constituent. For instance, Zwicky’s
assumptions about inflection would predict that only one occurrence of the
possessive suffix is possible for any given stem, correctly predicting the ab-
sence of a double possessive on the guy | met at John's name, where John's
isinterpreted as ‘ John's place’ (cf. *the guy | met at John's's name). Miller
(1991) develops and refines this approach so that it correctly predicts forms
such asmine's and their’s, asin a friend of mine's brother.

Although the status of the possessive morpheme is an interesting one,
it is not crucia to the semantic analysis developed in the remainder of this
dissertation. Aslong as possessives are treated as determiner phrases with a
determiner head, the semantic analysis proposed here will go through with
only minor modification, whether the determiner istaken to be aspecia zero
form (i.e., P[posg) or the possessive morpheme s,

In any case, | will assume that the possessive morpheme is a syntactic
marker and not afunctional head, so that simple possessives have the syntac-
tic structure roughly as given in (24) (see section 1.5 for more details).

At this paoint it is important to ask whether this complementary distri-
bution between possessor phrases and determinersis aspecial fact about En-
glish, or whether it ismore universal than that. Abney points out that posses-
sives and determiners do co-occur in other languages, in particular, Hungar-
ian.

In Hungarian, the possessor either appears in the nominative case and
followsthedeterminer, or it appearsin the dative case and appearsin avariety
of positions, typically immediately before the determiner.
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(25) a Peter minden kaapja
Peter every hat
‘every one of Peter’s hats

b. Peter ezen kalapja
Peter this hat
‘this one of Peter’'s hats’

c. Pee meyik Kalapja
Peter which hat
‘which one of Peter’s hats

(26) *Peter’s every hat
*Peter’s this hat

* Peter’s which hat

o oTo

The examplesin (25) illustrate how a variety of determiners and even ques-
tion words can co-occur with a possessive in Hungarian. As the attemptsto
form the same expressionsin English in (26) show, thisis generally not pos-
siblein English. See Szabolcsi (1983) for further details.

If we must posit a syntactic structure for Hungarian in which possessor
phrases and determiners can co-occur, then this lessens the awkwardness of
proposing such a structure for English.

Themain motivationinternal to Englishfor the DP hypothesisfor Abney
isthat it explains the parallel between gerundive phrases and full sentences.
Abney assumesthat clauses are projections of INFL, where INFL isalexical
category that takes a verb phrase for its complement.

(27) a John was singing
DP INFL VP

b. John's  (iposg singing

DP D VP
C. the singing
DP D VP

| haveincluded (27¢) for comparisonin which adeterminer appearsasa(non-
zero) lexical instantiation of the ‘D’ category.”

Abney developsthe parallel between verbal structure and nominal struc-
ture with examples from other languages, languages in which possessives
show agreement in imitation of the verbal paradigm. For instance, in Yup'ik,
a Central Alaskan Eskimo language, there is agreement between possessor

7 If the possessive morpheme is analyzed as a determiner, the parallel be-
tween (27a) and (27b) will be even closer, since the possessive morpheme
will line up with the auxiliary was.
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and possesseethat isexactly parallel to verbal agreement, evenincluding sup-
pletions in the agreement paradigm.

To summarizethis section, | assumethat the DP hypothesisiscorrect. In
particular, possessor phrases are specifiersin the projection of a zero deter-
miner. In chapter 2 we shall see that the DP hypothesis provides a syntactic
structure that is more congenial to my analysis of the descriptive content of
possessives than the traditional analysis. The advantage has to do with the
presence of the possessive determiner (whether this determiner is assumed
to be a zero form, as | assume here, or whether the possessive morphemeis
assumed to fill this grammatical role). When faced with the task of develop-
ing acompositional semanticsfor possessives on the traditional NP analysis,
the temptation is to concentrate on the possessor phrase and ignore the pos-
sessee phrase. One dternative, for instance, would be to give the possessive
morpheme’s ameaning that maps generalized quantifiersinto functionsfrom
propertiesto generalized quantifiers.

On the DP hypothesis, however, thereis a crucia difference: since the
determiner forms a constituent with the possessee phrase, this alows us to
concentrate on the semantics of the possessee phrase rather than on the pos-
sessor phrase. Thus adopting the DP hypothesis emphasizes the importance
of the role of the possessee phrase in determining the descriptive content of
the possessive.®

4. Against syntactic ambiguity

Even assuming the DP hypothesis is correct, there are a variety of more or
less reasonabl e structures for prenominal possessives which are still consis-
tent with most theories of phrase structure.

It iseven possibleto question the placement of major constituent bound-
aries. Given the determiner phrase every student’s dog, is every student’s a
specifier for dog, or does the determiner every take a complex complement
corresponding to student’s dog?

8 One additional consequence of assuming the DP hypothesisis that pos-
sessor phrases can no longer be thought of as a special kind of determiner.
Thisassumptioniscrucial to the analyses of determiner propertiesin Keenan
and Moss(1984) and K eenan and Stavi (1986). In particular, the effability re-
sult reported in both papers does not go through without the assumption that
possessor phrases are determiners.
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(28) a [every student]’sdog

b.
DP
DP Poss D NP
| | |
D' s @[posaA
dog
D NP
|
cy [\
student

(299 a every[student'sdog]
b.

|
iy

NPposg N

NP  Poss dog

ANE
s
student
In (28b), the possessor phrase serves asthe specifier in the determiner projec-
tion. In (29b), thenominal describing the possessor servesasthe specifierina
noun projection. Thus | will call these structures examples of the spec-of-DP
analysis and the spec-of-NP analysis, respectively.

One immediate problem with the spec-of-NP analysisis that it does not
lead to an obvious analysis for possessives like every student’s four favorite
dogs. The problemisthat if four isan NP specifier, then the nominal dogsin
this example has two specifiers, namely, student’s and four. On the spec-of-
DP analysis, by way of comparison, every students’ isadeterminer phrasein
specifier of DP position, and four is free to be the sole specifier in the noun
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phrase four dogs. Thisisapurely theory-internal problem, of course, soitis
not particularly compelling taken by itself.

| am aware of two closely related empirical argumentsin favor of the
spec-of-DP structure over the spec-of-NP one, and no argumentsin the other
direction. The first argument involves determiners which subcategorize for
complements with a particular number.

(30) a everyman
*every men

each man
*each men

(31)

most men

*all man
al men

b
a
b
(32) a *most man
b
(33 a
b
The determiners every and each reguire singular complements, and most and

all require plural complements(restricting attention for now to casesinwhich
the complement of most or all is acount noun).

(3) a every man'shorse
every man's horses

*every men’'s horse
*every men's horses

each man’s horse

each man’s horses
*each men'shorse
*each men’'s horses

(35)

*most man’s horses
?most men’shorse  (cf. most people’s opinion)
most men’s horses

*all man’s horse

*all man's horses

*all men’'s horse
all men’s horses

(37)

b
o
d
a
b
o
d
(36) a *most man’shorse
b
o
d
a
b
c
d

The grammaticality of the possessivesin (34) through (37) varies strongly
according to the number of the first nominal, but the number marked on the
second nominal isirrelevant. The one solid counterexample to this general-
ization is the fact that (37c) is ungrammatical (once again ignoring the mass
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reading). Apparently in some situations, it is unacceptable to follow a plu-
ral possessor with asingular possessee, although | have no ideawhy (but see
examples (44c) and (45c) below, aswell as the discussion in section 4.1).

Thelarger pattern falls out immediately on the spec-of-DP analysis. On
the spec-of-DP analysis, the determiner simply governs the number marking
on itssurface structure complement. But on the spec-of-NPanalysis, this pat-
tern of grammaticality is much more difficult to explain, since the determiner
and the crucial nominal are not siblings.

The second argument that syntactic possessives have only a spec-of-DP
analysisisexactly likethefirst argument, except that it involvesthe massver-
sus count distinction instead of number.

(38) a every woman
b. *every furniture
(399 a eachwoman
b. *each furniture
(40) a *muchwoman
b.  much furniture
(41) a *littlewoman (ungrammatical on the intended reading)
b. littlefurniture

The determiners every and each require a count complement, but much and
little require a mass complement.

(42) every woman's dog
every woman's furniture
*every furniture'slegs
*every furniture’sweight

a
b
C.
d
(43) a eachwoman'sdog
b. each woman'sfurniture
c. *eachfurniture’'slegs
d. *each furniture’sweight
(44) a *muchwoman'sdog
b. *much woman'sfurniture
c. ?much furniture’'slegs
d
a
b
C.
d

much furniture’ sweight

(45) *|ittle woman's dog
*|ittle woman's furniture
Yittle furniture’slegs

little furniture’ sweight
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Once again, a spec-of-DP analysis predicts the observed pattern, but a spec-
of-NP constituent structure leads to problems.

Andonceagain, we havetheparallel exceptionsof (44c) and (45c)). Just
asfor going from plural to singular, it is difficult to go from massto count in
achain of nominalsin apossessive DP. But again there are examplesthat are
grammatical, such as some furniture’slegs.

Even taking this semi-systematic set of counterexamplesinto consider-
ation, the agreement patternsfor the number and mass/count distinctionspro-
vide compelling evidence in favor of a spec-of-DP structure.?

Lexical compounds in the possessive morpheme

| believe that the fully productive syntactic use of the possessive morpheme
always involves the spec-of-DP structure. However, some noun-noun com-
pounds require a different constituent structure, one very similar to that pro-
vided by the spec-of-NP analysis.

(46) Every respectable men'sroom s clean.

Note that menisplural in (46), even though it isthefirst nominal after every.
Furthermore, verb agreement matchesthe number of the noun rooms, the sec-
ond nominal, not that of men. Clearly men’sroomis a constituent, contrary
to the expectations of our spec-of-DP hypothesis.

However, | claim that this situation arises because men'sroomisanoun-
noun compound.

9 Asadditional support that the spec-of-DP structure is correct, consider
the words someone, anyone, no one, somebody, anybody, and nobody. On
the spec-of-DP analysis, these words are simply lexical determiner phrases
like proper names or pronouns. On the spec-of-NP analysis, however, these
words could only be determiners, or perhaps nouns. If they were determin-
ers, then everybody's dog would require a null NP to serve as the specifier to
the head nominal required by the presence of the possessive morpheme: ev-
erybody [(’s dog]. If, on the other hand, they were nouns, then everybody’s
dog would require a zero determiner with the quantificational force of every:
[0 [everybody'sdog]]. | take it that neither one of these alternativesis partic-
ularly attractive, and that the spec-of-DP analysis provides the more elegant
account for these words.
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(47)
DP

o

D NP

every N’

AP N

respectable  men’sroom

Clearly the N node dominating men’s room has internal structure at the sub-
word level, but | will assume that the structure of compounds is invisible at
the level of syntactic structure (and logical form aswell).

To seethat men and roomare conjoined at the lexical level and not at the
phrasal level, notice that respectable can only be taken to modify the nomi-
nal men'sroomas awhole, asdiagramed in (47). If men and roomwerefull-
fledged phrases, we would expect an adjective to be able to be construed ei-
ther as modifying the first nominal alone or the combined nominal. By the
same token, we would expect to be able to insert an adjective in front of the
second nominal, but thisis also impossible.

(48) *Every men'sfavorite room isclean.

The ungrammaticality of (48) would follow from the assumption that men's
roomisanoun-noun compound formed in the lexicon. Thiswould mean that
its subparts are not available for syntactic combination with adjectival modi-
fiersasattemptedin (48). Thusfor noun-noun compounds built from the pos-
sessive morpheme, adjectival modification can only modify the entire nomi-
nal, asin designer children’sfurniture.

This situation should be compared a genuine syntactic possessive.

(49) Every respectable man’'s favorite roomis clean.

If we have man in the singular, in agreement with the requirements of ev-
ery, the spec-of-DP structureis possible: respectable can take scope over just
man, and the second nominal can take amaodifying adjective. Nor can (49) be
ambiguous between a spec-of-DP structure and a compound structure, since
for (49), in contrast to (46), respectable cannot be construed as modifying
man'’s favorite room. Even more strikingly, when we force a non-compound
analysishy inserting adjectives, theidiosyncratic meaning availablefor men’s
room specifically as a description of abathroom disappears.
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It isclear, then, that a determiner phrase such as the men'sroomis am-
biguous between a left-branching spec-of-DP structure and aright-branching
noun-noun compound structure. The idiomatic reading cleaves to the noun-
noun compound structure. For me, the only fully acceptable noun-noun com-
poundsin the possessive are idioms, but some people allow more or less pro-
ductive use of the construction. If there is ever any difficulty in determin-
ing which construction is involved in a particular example, and there is no
idiomatic reading involved, adjectives can be inserted to remove any doubt
that the structure is a spec-of-DP structure.

This section has argued against a spec-of-NP analysisin favor of a spec-
of-DP analysisthroughout the syntax of English, excepting only lexical com-
pounds. Nevertheless, the impression that possessives have a possessee-
dominant interpretation analogous to the spec-of-NP structure is pervasive
and persistent. Throughout thisdissertation | will argue against any structural
ambiguity, either in the syntax, or in thelogical form. Instead, | will arguein
chapter 4 that the intuition that there are different interpretations availablefor
possessives comes from ageneral account of the interpretation of quantifica
tional expressions.

5. Fragment

Thissection givesthefirst of four partsof aformal grammar describing afrag-
ment of English involving possessives. This section ssimply gives a phrase
structure grammar as motivated in the previous two sections. | do not pro-
vide any account of the derivational syntax of English (e.g., unbounded de-
pendencies), and | have ignored number agreement. 1n other words, thislim-
ited phrase structure contains only what will be most important for providing
aformal account of the examplesin the remainder of the dissertation.

(500 a S —~ DP VP
b. VP - V DP
(51) a DP — DP[pOSS D'
b. DP[posﬂ — Poss
c. D - D NP
d DP - D
(520 a NP - N
b. N - N
c. N —-+ N PP
d. PP 5 P DP

These rules have been divided up into verbal phrase rules (50), determiner
phrase rules (51), and noun phrase rules (52), plus one rule for prepositional
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phrasesin (52d). In principle, | support atheory of phrase structure on which
every syntactic formative potentially projectsto three bar levels, although the
rules given here reflect this assumption only for nouns and determiners. For
instance, strictly speaking, the verbal rules ought to include at least an INFL
projection; but since this dissertation concentrates mainly on nominal struc-
ture, | have omitted the details of the internal structure of verbal projections
in an attempt to keep the tree structures as ssimple as possible.

The phrase structure rules here should be interpreted as describing a set
of treesin the normal fashion. The category labels here are atomic, although
a more elaborate syntactic theory would surely need to treat them as com-
plex objects, perhaps along the lines suggested in Gazdar et al. (1988). The
fact that category labels are atomic is responsible for the clumsy method for
expanding the determiner specifier into a determiner phrase followed by the
possessive morpheme as shown in (51a) and (51b). Thereis nothing crucial
in this dissertation that depends on having an extra branching node labeled
DP{poss that dominates only a DP and the possessive morpheme. Certainly |
do not mean to suggest that the possessive morphemeisamember of any lex-
ical or functional category that would project its own phrasal X-bar structure.
It would be better, perhaps, to have complex category labels, so that the syn-
tactic requirement for a possessive morpheme could be expressed as afeature
specificationthat could be transmitted al ong theright edge of the specifier de-
terminer phrase by means of some feature passing convention. Miller (1991)
develops a particular theory giving explicit conventions accomplishing this
task, giving special attention to the possessive morpheme in English.

Some representative examples of lexical expressions and their cate-
gories appear in (53).

53y a VP bite, bark, bray
b. DP John, Mary, you, he, them, everybody, someone
C. DPposs mine, yours, its
d. fiposs» & the, every, some, most, no, both
e. Poss 'S
f. P of, for, from, by

For convenience, | allow somelexical itemsto function as complete phrases.
In particular, note that proper nouns such as John are lexical determiner
phrases here. In amore detailed analysis, one morein keeping with the spirit
of X-bar theory, such words would have to be lexical heads which subcate-
gorize for no complements or specifiers.

As an example of the phrase structure analysis given here, the sentence
in (54a) will receive a surface structure as given in (54b).
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(549) a Mary likesevery man'sdogs.

b.
S
DP VP
|
Mary
\% DP
|
likes
DP Poss D NP
| o
D’ 'S @[pOSSNI
|
N
D NP |
| | dogs
every N’
|
N
|
man

See section 3.3 for thelogical form and thelogical trand ation provided by my
analysisfor an example similar to (54). Other examples of surface structures
as described by the rulesin this section appear in the chapters bel ow.
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2

Possession relations

0. Introduction

The use of apossessive entailsthat some rel ation hol ds between the possessor
and the thing possessed. What isthe nature of thisrelation? That is, what can
we predict about the possession rel ationsthat can be expressed by aparticul ar
possessive based on the meanings of its parts? Building on an insight first
developed in depth by Chomsky (1970), | will suggest that the descriptive
content of a possessive depends primarily on the denotation of the possessee
nominal.

(1) a theman'schild
b. thechild'sman

For instance, the possession relation expressed by the man’s child can be a
kinship relation, but there is no reading of the child’s man on which it en-
tailsakinship relation. On the analysis here, the noun child isrelational, that
is, it can denote a two-place relation holding between children and their par-
ents. When the possessee nominal denotesarelation, then the possessivewill
express that relation directly. Therefore (1) can express a kinship relation.
Sincethe possession rel ation comesfrom the lexical meaning of the possessee
nominal, | call this sort of possessive an example of LEXICAL possession.

But the noun manisnot relational. To seethis, notice that child can take
a postnominal argument (e.g., the child of John) but man cannot (e.g., *the
man of John). When the possessee nominal occurring in the possessive con-
struction does not denote atwo-place rel ation, then the possessive must resort
to a pragmatically-controlled default relation. | call this sort of non-lexical
possession EXTRINSIC possession, since the possession relation does not de-
pend on any propertiesintrinsic to the described entities.

This chapter introduces the notion of possession relationsin general and
how they are grammaticized through a brief discussion of the acquisition of
the possessive by children. | then propose the distinction between lexical and
extrinsic possession, and develop the consegquences of this ideain some de-
tail. After discussing the unigqueness presuppositions associated with the pos-
sessive construction, | go on to show how the lexical/extrinsic opposition is
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important in predicting when a possessive description will be capable of in-
troducing a novel discourse entity, that is, a participant in the discourse that
isnot familiar from previous context.

The formal analysis motivated in this chapter is laid out in detail in
section 2.7. Each possessive receives a translation into a logical language.
Thistrandlation is calculated from the syntactic structure defended in chapter
1, and the logical language, in turn, receives a semantics in terms of a set-
theoretic model, so that the English expressions treated by the fragment are
associated with set-theoretic denotations in a compositional manner. In par-
ticular, possessives denote sets of entities. Thuson this fragment possessives
are descriptionson apar with other set-denoting nominals, including definite
and indefinite descriptions. Chapters 3 and 4 build on this fragment to pro-
vide an interpretation for quantificational possessives.

1. Acquisition

Studying the use of possessives by children can potentially shed light on the
semantics of adult use by giving clues asto what sorts of possessive relations
aremost basic, which onesarelearnedfirst. Isit the possessive of ownership?
Kinship relations? We shall see that there is no sense in which children use
one kind of possessive construction and not another. That is, children cover
the full range of adult uses. However, they depend more strongly on contex-
tual cluesand lesson grammatical structurefor associating syntactic elements
with the participants in the possession relation. Thus acquisition of the pos-
sessive is more a matter of further grammaticization of the correspondence
between linguistic structure and context of use than accretion of new inter-
pretations.

Children use possessive constructions early and often. The possessive
is one of thefirst semantic relations produced in early multiword utterances,
and in the two-word stage, a substantial proportion of the utterances express
possession (Villiers and Villiers 1985, 50; Braine 1976, 15). Thisistrue of
childrenlearning English astheir first language and of children learning other
languages as well. Discussing the sorts of semantic relations children ex-
pressin their first utterances, Brown (1973) says, “the case for the universal
[crosslinguistic] availability of the possessor and possessionrelationin Stage
| [characteristic mean utterance length in morphemes of 1.75] is then among
the strongest, ranking with agent and action, action and object, and nomina-
tion [naming]” (Brown (1973, 197)). He supports this claim with statistical
datadrawn from corporarepresenting the speech of twelve monolingual chil-
dren learning a variety of languages (Brown (1973, 173-4)).
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However, asweshall see, thevalidity of thisclaim dependson being able
totell reliably which productionsaretokens of agenuine possessive construc-
tion.

(20 a Kendalchar ‘Kendal'schair’
b. Daddy book ‘Daddy’sbook’
c. my penny ‘my penny’
d. lady hat ‘the lady’s hat’

These examples are taken from Braine (1976, 15), although the glosses are
mine. They record the speech of a 23 month old child (Kendall) learning to
speak English.

The examplesin (2) are typical of candidates given in the literature for
possessivesin early speech. Notethat they consist of two wordswith theword
describing the possessor first and the word describing the thing possessed sec-
ond. The possessor most typically isaproper name (2a) or anoun with name-
like properties (2b). Less often in earlier speech possessive word pairs occur
with a possessive pronoun (2¢) or a noun used as a classifier rather than asa
name (2d).

Thereare no instances of the possessive morpheme’sin these examples.
At this stage of development, thereislittle or no morphological inflectionin
genera; Brown (1973, 337) assertsthat children understand the semantics of
possession well before they control the possessive clitic. In particular, there
israrely a possessive clitic on the possessor, and possessive pronouns (e.g.,
my, your, his) are usually acquired later than the construction involving afull
nameasapossessor (Howe 1976, 120). Inthe absence of the possessiveclitic,
then, how can we be sure that the utterances in (2) correspond to the adult
possessive construction?

Brown offersthe following commentsin favor of attributing possessive
meanings to children.

The high frequency and apparent productivity of the possessive
construction in child speech suggests that children are required in
their behavior to distinguish between objects belonging to one per-
son or another and objects belonging to no onein particular. Much
detailed interaction in our transcripts suggests that children have
primitivelocal notions of property and territoriality which they ex-
press with the possessive. The idea seems to be that the possessor
hasprior rights of use or accessto hispossessions, rightsthat super-
sede those of any other member of the family. This appeared most
dramatically in our materials when Adam warned Ursula Bellugi,
who was about to sit in Daddy’s chair: No, no Daddy chair, home
soon. (Brown (1973, 195-6))
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Bowerman (1976) comments that it is surprising that the ability to express
the semantic relation of a possessor to a possession should develop early,
since possession relations have nothing to do with the lexical meanings of
the words themselves. That is, there is “nothing inherent in the meaning of
Mommy or Kendall that calls for these words to fulfill the roles of actor or
possessor” (Bowerman (1976, 103)). Thisobservationistrue enough, but not
relevant; we will seelater in this chapter that it is the possessee nominal, not
the possessor, that isthe crucial element in a possessive construction. Contra
Bowerman, | will argue that part of learning the (linguistic) semantic prop-
erties of a noun is learning what sorts of entities can stand in a possession
relation to the entities that noun describes.

Nevertheless, Bowerman's point is well taken in that there is a quali-
tative difference between possession relations and other grammatically ex-
pressed relations. What is different about a possessive relation in compari-
sonwith other supposedly basic semanticrelations(e.g., theagent/actionrela
tionin Mommy ball ‘ Mommy givethe ball tome') isthat possession relations
arerelatively abstract. According to adult intuitions, the connection between
Daddy and his chair is purely conceptual, and it has no observable physical
manifestation in the way that the action of transferring a ball can. Thus, as-
serting that children use possessivesamountsto claiming that children control
alinguistic construction expressing essentially intangible relations.

Howe cautions against imputing such abstract thinking to children: “Re-
search based on the assumption that children always intend a meaning adults
might express has provided interesting insightsinto the interpretations adults
place upon children’s utterances but says next to nothing about the meaning
of those utterances’ (Howe (1976, 29)). Howe suggests that the utterances
that we might be tempted to interpret as possessive actually express a more
genera relation, one that includes situations that we would characterize as
possessive, but which contains other situations as well, in particular, situa-
tions that an adult would characterize as locative but not possessive.

When Gia said Truck wheel as she turned the wheels on the under-
side of atoy car, the decision to regard the utterance as POSSES-
SIVE, synonymous with The truck has a wheel, was contingent, as
Bloom pointed out, on the word order. She wrote that if the word
order had been Wheel truck, she would have regarded the utterance
as LOCATIVE, synonymous with The wheel is on the truck. (Howe
(1976, 41-2); her capitals)

Howe suggests that there is amore general relation that subsumes situations
that an adult would consider as possessive and other situations they would
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consider as locative. Then the locative situations are perfectly palpable in-
stances of this more general relation, and the abstractness of the possessive
uses are no longer puzzling.

Howeisnot alonein classing the early use of possessiveswith locatives.

Broadly conceived, possession is a locative state in which the
Ground is an animate being and the Figure-Ground relation [that
is, the possessor/possessee relation] is of an enduring or socially-
sanctioned nature [for example, part/whole relations, kinship rela-
tions, respectively]. (Slobin (1985a, 1179))

Slobin goes on to describe cases involving German and French in which a
child uses alocative preposition to express a possessive meaning.

TheHowe/Slobin hypothesis, then, isthat the concept of apossessionre-
lation devel opsasaspecial caseof amoregeneral range of locative meanings.
Therelevant question for the devel opment of possessives, then, becomesone
of determining how the various specific possessive meanings become associ-
ated with characteristic grammatical expressions.

Towardsthisgoal, Golinkoff and Markessini (1980) report on an experi-
ment designed to test the rel ationship between word order and children’s per-
ception of apossessionrelation. A parent would show the subject child apage
containing adrawing, say, of aboy standing next to aflower and agirl stand-
ing next to a second flower. The parent would ask the child to point to an
object in the picture described as the boy's flower. In order for the child to
pick out the correct flower, it must recognize a possession relationship be-
tween the referent of the possessor phrase (the boy) and the described object
(the flower).

Golinkoff and Markessini are aware of Howe's suggestion that children
do not distinguish between one word order and another, as well as the criti-
cism that it isthe adult experimenter that interprets one word order as a pos-
sessive and the other as alocative. They attempt to investigate this possihil-
ity by including what they call ‘reciprocal’ possessives such as the mommy’s
baby, which they take to express a possessive relationship that is symmetric
with the baby’s mommy.! If a child can point reliably to the correct refer-
ent given either stimulus, they reason, it shows that it not only understands

L The symmetry hereis an accident of the meanings of mother and baby.
Other choices for the pair of nominals are not symmetric. Golinkoff and
Markessini's exampleillustrating this fact isthe husband’s mommy, in which
the most natural interpretation involvestherelation of parenthood, versusthe
mommy’s husband, in which the most natural instantiation of the possession
relation is matrimonial.
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that there isaconventional possession relation between mothersand their ba-
bies, but that the correspondencebetween which entity servesasthe possessor
and which serves as the possessee is determined by word order. In addition,
Golinkoff and Markessini include ‘anomalous’ possessivesinwhich the typi-
cal role of possessor and possessee are reversed (e.g., the flower’s boy instead
of the boy’s flower, and even *the nose’s boy? instead of the boy’s nose).

Golinkoff and Markessini find that children rely on extra-syntactic cues
to determine what elements correspond to the possessor and the possessee
roles. For instance, they found that when a child encounters a possessivein-
volving aperson and an inanimate object, the personismorelikely to beinter-
preted as the possessor. Their reciprocal examples—which depend solely on
word order to determine the correct referent—resulted in significantly more
errorsthan the other examples. Villiersand Villiers (1985, 48) interpret these
results as suggesting that Stage | children have a basic understanding of the
notion of what objects are likely to be possessions and possessors, but can-
not use word order alone to comprehend a possessive rel ationship. However,
by Stage IV (mean MLU [mean length of utterance] in morphemes of 3.44,
with a mean age of 2;11), children were able to reliably pick out the refer-
ent of an anomalous or reciprocal possessive. Given an overall success rate
over 75%, even including the youngest children, Golinkoff and Markessini
conclude that “even the young children have a basic notion of the nature of
the possessiverel ationships—at | east as expressed linguistically in thesetwo-
noun phrases’ (126-7).

Although Golinkoff and Markessini present compelling evidencein op-
position to Howe's suggestion that children do not discriminate between one
word order and itsreverse (compelling evidence, at least, for children at stage
IV and beyond), they do not address Howe's suggestion that the semantic re-
lation intended by a child is of a different character than the adult notion of
what can constitute possession. We have seen that Howe and Slobin specifi-
cally propose that there is a more general semantic notion that encompasses
both possession and locative relationships. Call this more genera relation-
ship ‘ proximity’ .2

Since the drawings used in Golinkoff and Markessini’s experiment rep-
resented possession primarily by means of placement on the page (although
in at least some of the drawings, a human also makes a gesture showing that

2 Golinkoff and Markessini consider this phrase grammatical but strange.
| consider it to be ungrammatical (when a part/whole interpretation is in-
tended, asitishere). See section 2.3 for more discussion of attemptsto invert
possession relations.

3 ' will return to the ideaof proximity asaway of thinking about extrinsic
possession in section 2.4.
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they are consciously aware of the object drawn next to them), their results
are perfectly consistent with the notion that children do not distinguish con-
ceptually between apossession and alocativeinterpretation. Thisistrue also
for Golinkoff and Markessini’s examplesinvolving part/whol e rel ationships,
such asthe boy's nose. Thusit remainsto be shown when exactly achild be-
gins to make a systematic distinction semantically between possessives and
locatives.

Golinkoff and Markessini echo a generalization made in Brown (1973,
138; 196) that of the full range of possession relations, children express only
what they call alienable possession (Daddy chair ‘Daddy’schair’) and occa-
sionally a part/whole relation (dog tail ‘the dog's tail’). Brown claims that
children do not make use of any of the other more elaborate relationsthat are
conventionally coded by the possessive either prenominally or in apostnomi-
nal of phrasein adult speech. Hisexampleof arelation unavailableto ayoung
child is the ship’s captain. | am suspicious of this claim, since | believe that
the ship’s captain has exactly the same syntactic and semantic properties as
the lady’s hat (see section 2.7 for a formal system on which these two ex-
pressions give rise to parallel interpretations). Furthermore, Golinkoff and
Markessini show that such non-kinship non-enduring non-part/whole rela-
tionships are easily comprehended by young children (e.g., the boy’sflower).
| suggest, then, that the only difference in likelihood between the observed
lady hat and Brown's predicted impossible ship captain is the difficulty of
the vocabulary involved.*

In any casg, it is clear that English-speaking children, at least, have a
possessive construction very early. Note that it also happens that the posses-
sive clitic 's is among the first fully productive functional morphemes (i.e.,
inflection, clitics, function words) acquired by children (Villiersand Villiers
1985, 68).

Certainly the anecdote related by Brown leaveslittleroom for doubt that
whatever meaning the child who uttered No, no Daddy chair, home soon in-
tended to convey, it certainly encompassed what an adult would understand
to be a possession relation between Daddy and his chair. In particular, to the
extent that young children have any genuine possessives, they express both
lexical possession and extrinsic possession (see the next section for an expla
nation of this distinction). Acquisition of the possessive, then, amountsto a
process of becoming more specialized in the way in which particular uses of

4 Also—irrlevantly, here—children tend to base part of their recognition
of apossessiverelation on the animacy of the participants, preferring animate
possessors and inanimate possessions over the reverse.
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the possessive cometo be systematically associated with particular grammat-
ical constructions. The remainder of this chapter explores the details of this
systematic relationship in adult use.

2. Relational nouns

The prototypical relation between a possessor and a possession is, of course,
legal possession or ownership, as in John's horse. But thereis a strong in-
tuition that the possessive can express other relations as well that are quali-
tatively different. For instance, John's biography can describe a book about
John or a book written by John, in addition to abook owned by John. Which
relation is relevant dependsin part on the context of use, but this chapter will
show that grammatical properties of the possessee phrase also strongly con-
strain the range of possible possession relations.

In particular, the (partly covert) argument structure of the possessee
nominal isespecially important in predicting the range of possible possessive
interpretations. Thissection presentsan interpretation for possessive descrip-
tions based on the idea that nouns denote relations having different valences.
Here the valence of arelation or an operator corresponds to the number of
argumentsit expects: a predicate requiring asingle argument (e.g., the trans-
lation of an intransitive verb) is monadic, one that requires two argumentsis
dyadic (e.g., the translation of atransitive verb), and so on.

Normally, common nouns are assumed to translate as one-place predi-
cates(e.g., Lieber (1983, 257)), so that their extension isa set of entities. For
exampl e, the noun hor se trangl ates as a one-place predicate, so that horse de-
notesthe set of horses (for any choice of apossibleworld and time). | follow,
e.g., Lobner (1985) in assuming that the semantic structure of many other
common nouns is more rich. More precisely, | assume that the denotations
of some nouns are best expressed as relations over pairs of entities. Call such
Nnouns RELATIONAL Nouns.

For instance, kinship nouns are prototypical examples of hounsthat can
denote relations. A person cannot be a grandmother without there being
someone that they are the grandmother of. Thus the denotation of grand-
mother must be a relation over pairs of entities: [grandmother](z,y) will
hold just in case z is the mother of a parent of y. From this basic meaning
there are derivative meanings which can be represented by monadic proper-
ties. For instance, a person has the monadic grandmother property if there
exists some other (unspecified) person that standsin the two-placerelation to
the individual to be described.

Nouns derived from transitive verbs also are systematically relational.
In their basic sense, they will have the same number of arguments as the cor-
responding verbs. Just as the verb give denotes a relation between an agent



POSSESSION RELATIONS / 51

(the giver), atheme (the gift), and a recipient, an entity will be in the exten-
sion of the noun gift only if there is a giver and a givee associated with the
described object.

One way to draw out the difference between nouns that translate as
monadic predi cates versus those that trandl ate as dyadic predicatesisto com-
pare nouns having equival ent extensions, but which differ in their (grammati-
cal) entailments concerning the existence of other related entities. For exam-
ple, compare day with birthday, or animal with pet: a particular day can be
considered abirthday only by virtue of itsrelation to a particular person, and
an animal isapet only by virtue of itsrelation to aparticular owner. | assume
that day trandates as a one-place predicate on entities, but the translation of
birthday crucially depends on atwo-place predicate expressing arelation be-
tween a person and the day of the year on which they were born.

For an independent test for whether a noun is relational, note that rela-
tional nounscan often take a postnominal of phrase, but anon-relational noun
cannot. Thusthehirthday of Johnisgrammatical, sincethelogical trandation
of birthday has the proper valence to combine with a postnominal argument,
but *the day of John is not grammatical, since the translation of day is not
able to combine with an argument.

Many of the examplesin the remainder of this section contrast the be-
havior of the relational noun child with the non-relational noun human. | as-
sumethat child and human differ in that child (in one of its senses) denotesa
two-place relation and human denotes (only) a one-place relation, amonadic
property of entities.

(3) a [child] = AzAy[child(z,y)]
b.  [human] = Ay[human(y)]

Asshown in (3), then, the extension of (one sense of) the nominal child will
betheset of al pairsof entitiesz and y such that y isthechild of z. Similarly,
the extension of human will be the set of entities z such that x is a person.

Thelogical trandationsin (3) suggest that child and human are coexten-
sional. More precisely, the set of entities that can serve as the second argu-
ment to the child relation will be (roughly) the set of entities that appear as
the only argument to the human predicate, and vice versa. Thisis because
every human has aparent, and every child is human. We shall see below that
child hasasecond sense on which it also entailsthat the child entity isyoung,
so that not all humans are children, since some humans are not young.

We can now begin to see how the existence of relational nouns bears on
the interpretation of possessives. Obvioudly, the use of a possessive entails

5 An account of theformal notation used throughout the remainder of this
chapter appearsin section 2.7.
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that some two-place relation holds between the possessor and the possession.
Since the sense of child given in (3a) is a dyadic relation, it can serve as a
possessive relation without further manipulation. Assuming that the gram-
matical function of the possessor phrase isto identify one of the participants
in the possessive relation, we have the following interpretation for one sense
of John’schild.

(4 a [John'schild] = [AzAy[child(z,y)]](j)
= Ay[child(j, y)]
b. ‘theset of entitiesy such that John isthe parent of y’

Note that the possessive determiner phrase in (4) denotes a one-place pred-
icate. On the analysis developed in this dissertation, all possessives are de-
scriptions, so they will always translate as one-place predicates. Also, note
that the uniqueness presupposition usually associated with possessivesis not
represented in the interpretationin (4); uniquenessisthetopic of section 2.5.

Since the basic meaning of child is akinship relation, and since the in-
terpretation in (4) shows John standing in that basic relation to the child be-
ing described, thisinterpretation for John’schild clearly entailsthat akinship
relation exists between John and the child in question. This interpretation,
then, characterizes the most salient reading for John’s child in a neutral con-
text. We can call the possessiveinterpretation illustrated in (4) an instance of
LEXICAL POSSESSION, since the possession relation comesdirectly fromthe
lexical relation denoted by the noun.

But what of the denotation of human? Since human trandates as a
monadic predicate, its basic denotation is not appropriate for use in a pos-
sessive construction directly, since a possessiverequiresarelation of valence
2.5 Nevertheless, human can participate in a possessive construction, since
John'shuman is perfectly grammatical, although it may require some context
inorder to befelicitous. Since any nominal can occur asthe possessee phrase
in a prenominal possessive construction (at least, in English), there must be
adefault possession relation available for those possessives which do not ex-
pressalexical relation.

6 It is not always so easy to decide that a noun has no relational mean-
ing. Jorge Hankamer (personal communication) points out that in the con-
text of achild’stelevision show inwhich, say, dogsand cats can talk, the pets
could refer to their owners as my human or your human without too much
difficulty. To the extent that there would be acertain sort of familial relation-
ship entailed by the use of such a description, | am committed to the claim
that human becomes (provisionally) relational within the special context of
that fictional world.
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Although it might be tempting to call this sort of non-lexical possession
‘default possession’, thisterm will not generalize to other languages. For in-
stance, Laughlin (as cited by Aissen (1987, 128)) reports that Tzotzil, like
many Mayan languages, has a subclass of possessives known as ‘inanimate’
possessives. This class of expressions corresponds to our non-lexical pos-
sessives, and they are distinguished from other possessives by the presence
of a special suffix -al which is otherwise absent on the possessed noun. For
instance, latzek isapossessive meaning ‘ your scorpion’, with the understand-
ing that the scorpionisyour pet. If the suffix -al is added to get latzek-al, the
trandation is still “your scorpion’, but the possessive can only be interpreted
as referring to a scorpion that is associated with you in some more transient
manner, i.e., the scorpion that you just stepped on, the scorpion that just tried
to bite you, and so on.”

In other words, in Tzotzil, the presence of the morpheme-al guaranteesa
non-lexical interpretation, so it hardly makes senseto call a non-lexical pos-
sessive a ‘default’ interpretation. Nor is the term ‘inanimate’ any more ap-
propriate, even for Tzotzil (as Aissen points out), given the fact that scorpi-
ons are animate. But notice that the non-lexical relation that holds between
you and the scorpion that you just stepped on is an ephemeral one, arelation
that holds because of accidental facts about the world, rather than because of
some inherent quality that follows from the properties entailed by the lexi-
cal meaning of the possessee nominal. Therefore | will call non-lexical pos-
$ession EXTRINSIC POSSESSION, sinceit depends for its value on pragmatic
factors determined by the context in which the possessiveis uttered. The ex-
trinsic possession relation will be represented in the logic by the two-place
relation symbol 7.

If lexical possession relations come directly from the denotation of the
possessee nominal, how doesthe extrinsic possession relation enter into pos-
sessive interpretations? Recall from chapter 1 that possessee nominals serve

7 The form without the suffix is not necessarily a lexical possessive. |
do not know the facts of Tzotzil well enough to judge, but | certainly would
not analyze the English noun scorpion as relational. Pending further inves-
tigation, | will conjecture that although the presence of the morpheme -al
guarantees a non-lexical interpretation, the converse does not hold, that is,
the absence of -al does not guarantee a lexical interpretation. Thus -al does
not mark the lexical/non-lexical opposition, but rather distinguishes between
kinds of non-lexical possession. See aso section 2.4 for a discussion of pet
terms like dog, and other non-relational nouns such as car that describe ob-
jects that are conventionally owned (with respect to a particular culture).



54 | POSSESSIVE DESCRIPTIONS

asthe phrase structure complement to a zero determiner that governsthe pos-
sessive specifier. 1n (4), the denotation of the zero determiner did not con-
tribute any meaning in addition to the kinship relation provided by its nomi-
nal complement; that is, for lexical possessives, the possessive determiner is
semantically transparent. For extrinsic possessives, | propose that thereis a
second lexical interpretation for the possessive determiner that takes a pred-
icate of valence 1 and returns a predicate of valence 2 by introducing the ex-
trinsic possession relation 7.

(®) a [dposg]l = AR[R]
b. [Dposg] = APAxXy[n(z,y) A P(y)]

Here R isaplace holder for a2-placerelation (a predicate of valence 2), and
Pisaplaceholder for aone-placerelation (apredicate of valence 1). Theidea
isthat when apossessee nominal denotesarelation, it will trandateasapredi-
cate which combineswith the semantically transparent expressionin (5a); but
when the possessee nominal denotes a set, then its translation combineswith
the version of the possessive determiner given in (5b), which introduces the
extrinsic possession relation.

The denotation given in (5a) is the semantically transparent sense, and
the onein (5b) isthe onethat introducesthe extrinsic possession relation. We
shall see momentarily that it is this second sense that accounts for the inter-
pretation of a monadic predicate like human when it occursin a prenominal
possessive construction.

Note that on the syntactic analysis adopted in chapter 1, the zero deter-
miner that governs the possessive construction is the head of the possessive
determiner phrase, and forms a constituent with the possessee nominal. Thus
this analysis locates the factors that decide between a lexical interpretation
versus an extrinsic interpretation entirely within the possessee phrase. Put
another way, the possessor phrase as awhole, and the possessive morpheme
'sin particular, plays no rolein this semantic alternation.

6) [[human]py] = [Bposs]([human])
= [APAzAy[r(z,y) A P(y)]](Ay[human(y)])
= AzAy[r(z,y) A human(y)]

Thisisthe interpretation for a bar-level 1 determiner phrase, that is, the in-
terpretation of a possessive determiner phrase when the possessive deter-
miner has combined with its possessee nominal, but not yet with its possessor
phrase. Thusin (6) we see how the second sense of the possessive determiner
takes a monadic predicate and returns a dyadic one suitable for a possessive
interpretation.
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(7) a [John'shuman] = [AzAy[n(z,y) A human(y)]]()
= Ay[r(j,y) A human(y)]

b. ‘theset of entitiesy such that John possesses y
and y isahuman’

When combined with a possessor phrase, the result is a description in which
the described person stands in the extrinsic possession relation with respect
to the possessor.

Note that which determiner meaning in (5) is appropriate is determined
entirely by whether the possessee nominal isrelational or not. Given thispre-
dictability, atype-shifting analysismight be preferable. On such an approach,
the basic sense of the possessive determiner would be the semantically trans-
parent one appropriate for lexical possessives. If the determiner encountersa
non-relational possessee, then a type-shifting operator would step in to give
the effect of (5b), that is, it would increase the valence of the possessee nom-
inal trandlation by invoking the extrinsic possession relation. On the theory
presented in Partee (1987), type-shifting principles provide, in effect, a va
riety of interpretations for various non-possessive determiners—why not for
the possessive determiner as well? However, although there may turn out to
be theoretical reasonsfor preferring atype-shifting analysis ultimately, | will
stick to the implementation as given on (5) for the purposes of this disserta-
tion.

Theextrinsic possession relation 7 ismore vaguethan lexical possession
relations. Thus John'shuman might be the human that Johnisresponsiblefor
helping, or the human that John saw, or any other person who is somehow
more closely associated with John than other salient people. Section 2.4 will
explore what counts as a measure of closeness in this sense. We shall seein
section 2.6 that it isthe vagueness of thisextrinsic possession relation that ac-
countsfor the subtle awkwardness of John’shumanwhenit occursinaneutral
context. We shall also see that by associating extrinsic possession explicitly
with the possessive determiner, we predict that extrinsic interpretations are
unavailablefor postnominal of phrases. This meansthat we correctly predict
that a child of John receives only a kinship interpretation, and that *a human
of Johnisungrammatical: human does not have arelational meaning, and no
extrinsic reading is available.

Argument suppression

We have just seen how to deal with the discrepancy between the monadic de-
notation of human and the need for adyadic relation for building apossessive
interpretation. This problem arose from the assumption that some nominals
trans ate as monadi c predicates, while otherstransl ate asdyadi c predicates (or



56 / POSSESSIVE DESCRIPTIONS

predicates of even higher valence, as discussed in section 2.3). In fact, split-
ting up the class of nominal denotations into relations of different valences
givesusaproblemin two directions: not only must we find away of increas-
ing the valence of undervalent predicates like the denotation of human, we
must find away of decreasing the valence of relational hominals when they
occur in non-possessive constructions. |n other words, we must have access
to a sense of child as a monadic predicate that simply picks out the class of
children.

Theinterpretation of child as a monadic predicate will be characterized
here in part by means of a standard argument suppression operation, much
in the way that eat can optionally appear without its second argument. | will
assume that just asthe lexicon provides avariety of sensesfor verbslike eat
having different numbers of arguments, it will provide avariety of sensesfor
nouns like child. For the sake of concreteness, imagine that predicates are
listed in the lexicon with their full set of possible arguments, with optional
arguments set off by parentheses.

(8) a ea: {event, agent, (patient))
b. child: ({(entity, (parent))

Here | am adapting notation from the LFG tradition. See, e.g., Rappaport
(1983) or Levin (1987).

Therearetwo distinct kinds of argument suppressionin verbal contexts.
Onone, the suppressed argumentisimplicit, i.e., presentinthelexical tranda-
tion and therefore giving rise to existence entailments, but syntactically unre-
alized. Thisisthe sort of suppression exemplified by eat, sinceif you ate, you
necessarily ate something. On the other sort of suppression, the suppressed
argument is optional, i.e., giving rise to existence entailments only if the ar-
gument is present in the lexical tranglation. This second sort of suppression
isfound in middles.

(99 a  Johnbroketheplate.
b. Theplate broke.

In (9a) we see that break can denote a three-place relation between an agent
and atheme and an event. In (9b), the agent argument has been suppressed so
thoroughly that there is no entailment that there even exists an agent. | will
always intend thefirst kind of suppression, on which argumentsthat are not
expressed syntactically are still present in thelexical translation and still give
rise to existence entailments.

Thisgivesusthefollowing twolexical trandationsfor child, one dyadic
(involving both roles), and one monadic (suppressing the optiona parent
role).
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(10) a AzAy[child(z,y)]
b.  Ay[child(_,y)]

| will use an underscore as a place holder to represent an argument that has
been suppressed. Assertion of the predicate given in (10b) will entail that
there is some entity that fills the parent role; that is, on the monadic use of
child, if y is achild, there should be an entailment that there exists some z
such that z isy’s parent. The interpretation of the underscore is discussed
from amore technical point of view in section 2.7.

The dyadic denotation given in (10a) leads to the possessive interpreta-
tion illustrated in (4), and the monadic one given in (10b) leads to an inter-
pretation in Non-possessive contexts.

(1) a [thechild] = Ay[child(_,y)]
b. ‘theset of entitiesy such that somebody isy’s parent’

Likethesimpler sense of the possessive determiner, thedefinite (aswell asthe
indefinite) articleissemantically transparent (once agai nignoring uniqueness
presuppositions).

The representation of the truth conditionsfor the child in (11a) are inad-
equate, since they do not take account of the entailment that a child isyoung.
Although you can point to a middle-aged man at a party and describe him as
John'’s child without any difficulty, if you describe him as a child, you are
implying that he behaves in a manner inconsistent with his age. This shows
that the kinship sense of child does not have youthfulness as an entailment,
but the monadic sense does.? | am concentrating here on the predictable as-
pects of the relationship between the dyadic sense and the monadic sense (for
instance, both senses entail the existence of a parent entity). However, | do
not mean to imply that either denotation can be predicted solely by examin-
ing the other. This partial unpredictability is to be expected given the status
of nominal argument suppression as a lexical phenomenon. The correspon-
dence between the different senses of nominalsis discussed more fully in the
next section, section 2.3.

After suppression of the parent role, the monadic interpretation of child
has the same valence as the basic denotation of human, although human
and child still differ in several ways. Most important for our purposes here,
the monadic sense of child continues to explicitly entail that there must be
an unspecified parent entity out there somewhere. What happens when the
monadic denotation of child combines with the extrinsic possession version
of the possessive determiner?

8 | am grateful to Bob Moore for discussion that helped clarify my think-
ing on this point.
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(12) [lchildly] = [9(posg]([child])
= [APAz\y[n(z,y) A P(y)]](Ay[child(-, y)])
= Az Xy[r(z,y) A child(-,y)]

(13) a [John'schild] = [AzAy[w(z,y) A child(_,y)]]()
= Ay[n(j,y) A child(, y)]
b. ‘theset of entitiesy such that John possesses y
and y has a parent’

Our analysis automatically predicts, then, that there will be a second reading
for John's child in addition to the kinship reading. But thisisagood predic-
tion, sincethereis such areading. Imagine that in addition to being afather,
John works in a day care center. Then John’s child may be one of the chil-
drenthat Johnisresponsiblefor at the day care center. Insuch acase, thechild
in question must be associated with John in some way (perhaps the child is
assigned to John for the duration of afield trip), but there isno kinship entail-
ment. That is, inaday care environment, John’schild can refer to achild that
is not one of John's natural offspring. On the day-care reading, John's child
has exactly the same properties as John’s human, except that the suppressed
parent argument of child continuesto entail the existence of some unspecified
parent entity.

To summarizethebasic analysis, we predict that possessivesinvolving a
nominal that has amonadic predicate for its only lexical trandation will give
rise to a single somewhat vague possessive interpretation through extrinsic
possession; but oneinvolving anominal that hasadyadic predicatefor its ba-
sic lexical meaning will be ambiguous between a lexical possession reading
(e.g., akinship reading) and an extrinsic reading invol ving argument suppres-
sion.

(14) a [John'shuman] = A\y[=(j,y) A human(y)] extrinsiconly
b. [John'schild] = Ay[child(j,y)] kinship reading
c. [John'schild] = Ay[=(j,y) A child(_, y)] extrinsic reading

Thus, recognizing that nominals denote relations of differing valence leads
to adistinction between lexical possession on the one hand and extrinsic pos-
session on the other.

Note that the assumption that nominal denotations have varying valence
issimply aformalization of the fact that nouns can take different numbers of
arguments, just as the verb eat must have both a transitive and an intransi-
tive denotation. This observation will be explored in more detail in section
2.3, wherewe consider possessivesinvolving nominals such as gift, gift from
Marie, gift to Marie, and so on. Thus we will seein section 2.3 that in addi-
tion to argument suppression, syntactic combination within the noun phrase
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can a so reducethe valence of amultivalent nominal. Nor istheextrinsic pos-
session denotation of the possessive determiner the only mechanism that can
increase the valence of a nominal denotation. We shall also see in section
2.3 that certain adjectival constructions are capable of increasing the valence
of their arguments, notably the adjective favorite. Thus the assumption that
nouns havetrand ationsthat differ in their valenceis needed independently of
any stipulations specific to the interpretation of possessives.

What is new hereisthe ideathat this unavoidable distinction in valence
among noun denotations can project to the level at which anoun phrase com-
bines with a determiner. Instead of assuming that noun phrases (the equiva-
lent of common noun phrases, i.e., N’ phrases, onthetraditional non-DP anal -
ysis) uniformly translate as one-place predicates, | am proposing that noun
phrases sometimes trandl ate as one-place predicates and sometimes translate
as two-place predicates. On the analysis given here, the place at which uni-
formity of denotation isimposed is at the determiner phraselevel, rather than
at the noun phrase level. In this dissertation, all determiner phrases express-
ing descriptions, whether definite, indefinite, or possessive, translate as one-
place predicates. (See section 2.7 for the treatment of proper names, which
denote entities, and see chapters 3 and 4 for a treatment of quantificational
possessives such as most dogs.)

3. Lexical possession

The analysis presented in the previous section makes a basic division among
possessive interpretations between lexical possession and extrinsic posses-
sion. This section will investigate lexical possession in more detail. That is,
this section will consider a variety of constructionsin which the relation es-
tablished between the possessor and the thing possessed comes directly from
the lexical meaning of the possessee nominal.

In section 2, | motivated the assumption that kinship terms are relational
by observing that the fact that a particular entity is a child entails that there
is some other entity that is that child’s parent. However, it is not in general
possibleto predict the exact rel ation denoted by anoun by examining thefacts
of the world. To seethis, notice that if an individual is a child, this actually
entailsthe existenceof at least two other individuals, amother and afather. In
fact, achild will a so have grandparentsand greatgrandparentsand soon. Itis
agrammatical property of the noun child that it idiosyncratically selects one
of theseindividualswhose existence is necessarily entailed by the concept of
achild asan explicit part of itslexical denotation. Indeed, asfar asreal-world
entailments are concerned, the same set of individuals are entailed by virtue
of being human, but the noun human does not single out any one of them for
special treatment in its lexical meaning.
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To develop this observation a little further, consider the noun grand-
child. Once again we have the same set of individuals entailed by the way
the real world works. But now there are two individuals that can be singled
out as somehow more important to the notion of agrandchild. If z isagrand-
parent and y is his grandchild, there there must also be an entity z such that
z isachild of  who is also the parent of y. (Usualy, given z and y, the
choice of z isunique.) It would make sense for the noun grandchild to de-
note a three-place relation over triples {x, z,y), where z is the parent of z
and z isthe parent of y. Call thisrelation grandchild’. Assuming that either
the grandparent role or the parent role could be suppressed as described in the
previous section, we would then predict that John’sgrandchild could refer ei-
ther to John’ sson’ sson (suppressing the parent role: Ay[grandchild’(j, _,3)])
or to John’s son (suppressing the grandparent role: Ay[grandchild’(_,j, v)]).
But John’s grandchild cannot refer to John’s son. Therefore we can assume
that the noun grandchild does not denote arelation over triples. Rather, it de-
notes a relation that distinguishes only two individuals, the grandparent and
the child.

The point of all of thisis that the relations denoted by relational nouns
are not predictable by examining the entail ments associated with the concept
named by that noun. That is, semantic relational structureis an arbitrary lin-
guistic property of words, and cannot be reduced to real-world reasoning.
This chapter, then, explores some of the linguistic structure in a number of
different classes of nominal expressions.

The prototypical example of alexical possessive presented above came
from kinship terms. It is clear that the argument structure of kinship terms
is manipulated by lexical and morphological operationsin asemi-productive
manner (e.g., great-great-grandmother but * great-mother).® Other classes of
nouns that give rise to lexical possessives include deverbal nouns, gerunds,
de-adjectival nouns, and nouns denoting part/whole relationships. Lexical
possessives can aso come from certain adjectival expressions, such as fa-
vorite or own.

Derived nominals

Some nouns denote relations with valence greater than two. If the valence of
these predicatesis reduced through suppression or through syntactic combi-
nation, they can giveriseto lexical possessives.

For instance, | assumethat the basi c denotation of aderived noun hasthe
valence of the denotation of the corresponding verb. More precisely, follow-
ing Rappaport (1983), | assume that some morphologically related verbs and

9 For an extreme example of a complex system of lexical kinship terms,
see Gruber’s (1973) description of #£H 0a.
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nouns share a functional argument structure that is neutral according to syn-
tactic category, and that there are different grammatical subsystemsfor nouns
and verbs governing the mapping between logical arguments and syntactic
role fillers. We shall see that the constraints on the way in which nominal
arguments are expressed affect the range of possible possessive denotations.

However, these linking constraints are quite complex. | can only men-
tion some of the difficulties here. For one thing, it is unclear how to predict
whether a derived nominal will describe an event or an entity.

(15) a  Thepurchase occurred on Monday.
b. 7?The gift occurred on Monday.

The noun purchasein (15a) seemsto be ableto refer to an event, correspond-
ing to the suppression of all but the event argument, but the noun gift does not.
That is, the gift can only refer to aitem that was the theme of a giving event.
This reading corresponds to suppression of all but the theme argument.1©

One clear generalization is that any derived nominal can describe the
theme of an event, whether or not it can aso sometimes describe the event
itself. For instance, a nominal like the purchase can aso describe the item
that was purchased in addition to describing the purchasing event. Further-
more, if anoun doesnot describeitstheme, thenit describesthe event entailed
by its meaning, so that the purchase asin (15a) may refer to either the pur-
chased item, or to the event of purchasing, but cannot refer to the agent or the
recipient of the purchasing event.

Let us say that any thematic role that can potentially be associated with
the entity described by a nominal is a CORE thematic role. Then gift has
one core thematic role (the themerole), but purchase has two core roles (the
theme role and the event role).

Then the observationin the previous paragraph amountsto the claim that
the event role is only sometimes a core role.

Another important distinction between themes and events is that the
theme role can be associated with a possessor, as long as there is an event
core role left over to characterize the described entity, but not vice versa.

(16) a Theitem's purchase occurred on Monday.
b. *Thetransaction’s purchase was alovely book.

10 1nview of the contrast in (15), for simplicity’s sake, | represent therela-
tion denoted by givein my logical language by means of a three-place pred-
icate, where the three arguments correspond to the giver, the gift, and the re-
cipient, without any explicit mention of an event argument. See especially
section 2.7.
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In (16a), the possessor bearsthe theme role and the described entity bearsthe
event role. But in (16b), an attempt to link the event role to the possessor at
the same time that the theme role is associated with the the described entity
results in unacceptability.

The indeterminacy of the role described by the nominal is only one of
the difficultiesinvolved in predicting what lexical meaning will be available
for aderived nominal. To see how these problemsinteract with our theory of
possessives, consider the phrasesin (17).

(17) a John'sgift
b. John’'spurchase

In(17a), theitem referred to can be the gift that John gave or the gift that John
received, corresponding to suppression of either the recipient argument or the
giver argument. In (17b), however, the item referred to can only be the item
that John bought, and not the item that he sold. This means that in the case
of purchase, for some reason it is not possible to suppress the recipient role
without also suppressing the agent role. In our terms, nouns like purchase
have the property that if you suppress the agent role, you must also suppress
the recipient role.

It is unfortunate, then, that | am not in a position to present a complete
theory of nominalization, sincethelexical thematicrole structure of nominals
clearly affects the interpretation of possessives. However, whenever a com-
plete theory becomes available, the predictions that it makes will interact in
a straightforward way with the treatment of possessive constructions devel-
oped here so that the combined theory should predict exactly theright range of
interpretations for possessives. In other words, our working assumption will
be that the lexicon will provide a set of relations for each noun according to
whatever principles govern the arrangements of thematic roles in nominals;
our task, then, is to provide an account of which set of possessive interpreta-
tionswill be available given the correct set of lexical meanings.!?

Syntactic combination

In addition to argument suppression, it is also possible to reduce the valence
of anominal by combining it with overt syntactic arguments. By assump-
tion, the basic lexical meaning of gift isatriadic relation between an agent, a
theme, and arecipient. Combining gift with a prepositional phrase such asto

11 See, e.g., Dowty (1989) for a pointed survey of some of the possible ap-
proaches to the issue of thematic roles, with special attention given to nom-
inals. | intend for my conception of thematic roles here to correspond to the
Dowty’s notion of athematic role type. Rappaport (1983) isalso particularly
insightful on the topic of the thematic roles of derived nominals.
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Marie resultsin a complex nominal with atranslation of valence 2, in which
only the agent and the theme arguments are | eft for subsequent filling.

(18) a [oifttoMarie] = [gift]([to Mari€])
= [AzAzAy[gift(z, y, z)]](m)
= Az)‘y[glﬁ(xa Y, m)]
b. ‘theset of pairs (z,y) such that  gavey to Marie’

The denotation of the complex nominal, then, (on one reading depicted in
(18)) is atwo-place relation between an agent = and athemey.

(199 a [John'sgiftto Marie] = [gift to Marie]([John’s])
= Ay[gift(j, y, m)]
b. ‘theset of objectsy such that John gavey to Mari€’

When this phrase is combined with a possessor, the result is a description of
the set of giftsthat John gave to Marie, as shownin (19).

Note that some postnominal preposition phrasesin of receive an inter-
pretation similar to (one interpretation of) the prenominal possessive, so that
a child of John has areading equivalent to one reading of John’schild. Such
prepositional phraseswill combinewith anominal predicate asshownin (18)
and (19) (seesection 2.7 for further details). Some predictionsconcerningthe
interpretations of postnominal of phrases appear in section 2.4.

Nominals and raising predicates

Consider raising predicates.

(20) a Itislikely that John will leave.
b. Johnislikely to leave.

(21) a It'slikeihood
b. ?John'sleaving'slikelihood
c. *John'slikelihood to leave

In (20a) the predicate likely takes a single argument, namely, the clause that
John will leave. It has no external argument and the subject position of the
clause in which it appears is therefore occupied by the expletive element it.
That position, being thematically empty, can be the target position for Rais-
ing, asshownin (20b). On thisview, thereisno differencein argument struc-
ture between likely when it occurs in a Raising construction and the use of
likely seenin (20a): both take asingle internal (propositional) argument.
We can explain the contrasts in (21) as follows. Assuming that the
noun likelihood sharesitslexical argument structurewith the verbal predicate
likely, then likelihood will also havefor itsonly denotation arelation between
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propositions and truth values. Thismeansthat it will only accept as a posses-
sor an entity that represents a proposition. In (21a), the pronoun it can refer
to aproposition, and (21a) is fully grammatical. To the extent that (21b) is
acceptable, we can assume that the nominalization of a clause can aso name
aproposition. But in (21c), the possessor John'sis an entity-denoting expres-
sion, and the result is completely unacceptable. Thus the view taken hereis
that any argument-changing operation that takes place entirely within the syn-
tax will not have a corresponding derived nominal.
In particular, this predicts that there is no syntactic nominal passive.

(22) a  The Romans destroyed the city.
b. Thecity was destroyed by the Romans.

(23) a theRoman’'sdestruction of the city
b. thecity’s destruction by the Romans

Whether or not the sentencesin (22) arerelated by syntactic movement, | am
committed to the claim that in (23), there must be two distinct lexical tranda-
tions for the noun destruction. One translation will associate its first logical
argument with the themerole, and the other tranglation will associate itsfirst
logical argument with the agent role.

(24) a  destructiong  AzAzAy[destruction(z,y, z)]
b. d%tructionby AzAzAy[destruction(z, y, z)]

Thetrandation in (244) is appropriate for interpreting (23a), and the trand a-
tion in (24b) is appropriate for interpreting (23b). Thereis certainly a high
degree of predictability relating the sense of destruction when it combines
with an of prepositional phrase to the sense of destruction when it combines
with a by phrase. This regularity can still be expressed on my analysis, so
long asit is part of the system of rules relating lexical trandlations, and does
not depend on any syntactic operations, e.g., the analysis of passive proposed
by Levin (1987). Inother words, my analysisisconsistent only with ageneral
theory of passive which does not attempt to move determiner phrasesinto or
out of possessor position.

Gerunds
Gerunds systematically denote relations that result in lexical possessive in-
terpretations.

(25) a Johnsang the national anthem.
b. John’ssinging the national anthem
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To see that (25b) expresses a lexical possession relation, note that it entails
that John must be a participant in the singing event described by the posses-
sive. Infact, thereisno extrinsicinterpretation possible. That is, imaginethat
John works in a music studio and is responsible for editing some recorded
singing. Even in this situation, there is no reading on which (25b) describes
some singing event in which John is not the singer. The absence of a music-
studio reading means that lexical suppression may not reduce the valence of
a gerund to less than 2. In other words, gerunds do not undergo argument
suppression in the lexicon.

Thus gerunds differ from -ing nominals, which do have an extrinsic
reading.!?

(26) a  Shakespeare'sstabbing of Caesar is more interesting
than Marlowe's.

b.  Shakespeare'sbrutaly stabbing Caesar shocked
the Elizabethan world.

In (26a), the the possessee phrase is an -ing nominal and not a gerund, as
shown by the presence of the preposition of and by the fact that inserting an
adverb before the nominal leads to ungrammaticality (* Shakespeare's bru-
tally stabbing of Caesar). The noun stabbing has a two trandations, one
which denotes arelation, and one on which the agent argument has been sup-
pressed, leading to an extrinsic interpretation. On the lexical relational inter-
pretation, (26a) entailsthat Shakespeare stabbed Caesar, and on the extrinsic
interpretati on, there must be some extrinsic rel ation between Shakespeareand
the object described by the nominal; in this situation, the most natural expla-
nation isthat Shakespeareis a playwrite who described a stabbing.

In (26b), however, we have atrue gerund, as shown by the absence of the
preposition of and the fact that the adverb brutally can appear immediately
before the nominal. In this case, there is no extrinsic interpretation possible.
That is, (26b) necessarily entails that Shakespeare stabbed Caesar.

It ispossiblethat theinability of gerundsto give riseto extrinsic posses-
sives can be made to follow from independent assumptions. On the theory of
gerundsavocated by Pullum (1991), gerundive possessee phraseshavethein-
ternal syntax of verb phrases. If Pullum’sanalysisiscorrect, thenthefact that
thereis only arelationa denotation for a gerund could follow from the fact
that thereisno interpretation for averb phrase on which the subject argument
isimplicit. That is, since verb phrases necessarily denote relations (between
asubject denotation and an event), gerunds al so necessarily denoterelations.

12 Thanks to Jim McCloskey for these examples.
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De-adjectival nouns

Nominalized adjectives systematically denote relations.

(27) a Johnistall.
b. John'stallness

The predicate denoted by the nominalization corresponds to the relation be-
tween the event described by the adjective and the single participant in that
event (conceiving events broadly enough to encompass statesaswell asmore
dynamic types of events, such as singing events).

Once again, there is no interpretation of (27b) which fails to entail that
John istall. Thus de-adjectival nouns, like gerunds, also fail to undergo lex-
ical argument suppression.

Part/whole relations

Some nouns denote relations expressing a part/whole relation between the
possessor and the possession. Body part terms are the prototypical example
of such nouns, but there are many others.

(28) the boy’s nose

the cake's ingredients
the table'stop

the story’s end

the tree's shape

the bird's squawk

the country’s border
the ship’s captain

the woman's pen pal

TS@ o ap T

There are subtle differencesin the relations denoted by the possessee nomi-
nalsin (28); for instance, | have arranged thislist according to my own sub-
jective evaluation of increasing abstractness. Thefirst items are more or less
straightforward examplesof part/wholerelations, but thelast items exemplify
more arbitrary lexical relations.

Note that the possessor participant invariably correspondsto the whole,
and the described participant invariably correspondsto the part. This recalls
Slobin’ssuggestion (seesection 2.1) that (part/whol€) possessiverelationsare
just lexicalized locative rel ationsin which the possessor isthe Ground and the
described entity isthe Figure.

Lyons (1977, 312-3) notesthat lexical relations are not necessarily tran-
sitive. That is, John’shand’s shapeis not necessarily the samething as John's
shape. Thuswhat stands in the possessee argument position of the shapere-
lation depends on what stands in the possessor argument position.
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In fact, the lexical relation denoted by a hominal can impose selec-
tional restrictions on its arguments. Thus the kinship term husband denotes
a relation between individuals, so that the cognitively rational attempt at a
part/whole expression given by #the couple’s husband is infelicitous on the
linguistic groundsthat acoupleisnot anindividual. That is, thelexical trans-
lation of hushand has an argument position for aspouse, but no distinguished
position for an entity which is a couple, even though the existence of a hus-
band entails the existence of a couple that the husband is a part of.

The alienable/inalienable distinction

Itisdifficult to get an extrinsic reading for a part/whole possessives, but it is
possible. Imagine an art classin which each student has been asked to paint
anose. Then John’s nose can describe his latest artistic effort. Thisis tradi-
tionally described as an ‘aienable’ interpretation.

Thealienable/inalienablecontrast in general isagrammatical distinction
made in some languagesthat is marked by means of various specific morpho-
logical or syntactic devices, including special agreement morphemes, classi-
fier morphemes, or syntactic constructions. English showsvery littleinclina-
tionto makeagrammatical distinction between alienable and inalienabl e pos-
session. However, there do seem to be nounsthat are obligatorily possessed,
such as forte (e.g., John'sforte is playing Flamenco guitar), or travels, asin
Tell me about your travelsin India.!?

In terms of the analysis of possessives developed here, we can specu-
late on the alienabl e/inalienable distinction as follows. Typically inalienable
nouns, such as kinship termsand body part terms, denoterelations, and alien-
able nominals characteristically denote sets. If a normally relational noun
undergoes argument suppression and translates as a monadic predicate and
thus requires an extrinsic possession interpretation, presumably it would be
marked as alienable in that interpretation. If a noun was ungrammatical ex-
cept in an inalienable construction, then it would be a lexical exception to
argument suppression. In other words, | expect the alienable/inalienabledis-
tinction to be asyntactic and morphol ogical grammati cization of the semantic
distinction between lexical versus extrinsic possessive interpretations.

Not surprisingly, which nouns count asinalienabl e differsfrom language
to language, and even within the same language observed at different points

13 Note that the singular form, travel, has no such requirement (witness
Travel broadens the mind). There are also at least two book titles in which
travels occurs without an explicit possessor (Travels with my Aunt, by Gra-
ham Greene, and Travelswith Charley, by John Steinbeck). See aso the dis-
cussion of own below.
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intime. Nida (1958) offersaparticularly striking example of acasein which
cultural attitudes have resulted in grammaticization of an unusual pattern of
aienability.
Anillustration of a close tie between language and culture is pro-
vided by the two ‘possessive’ systemsin New Caledonian. These
may beroughly distinguished as‘intimate’ and ‘ non-intimate’ pos-
session. The first class includes such nouns as those meaning
mother, liver, and descendents, while the second classincludesfa-
ther, heart, and personal life. The apparently arbitrary character
of the distinction can only be understood if one realizes that New
Caledonian society has been traditionally matrilineal, that the liver
has been regarded as symboalic of the entire person (theliver isused
in sacrifices as symbolizing the victim), and that one’s descendants
have amore intimate, continuing relationship to a person than even
his own life (Nida (1958, 282)).

This example shows that although inalienability does line up with relational
denotations, and alienability lines up with monadic interpretations, it is not
possibleto deduce what nounswill fall in theinalienable class simply by ex-
amining their denotative meanings. Presumably even for the modern New
Caledonian, both liver and heart continue to denote part/whole relations.
Which oneis considered by the language to be necessarily or intrinsically re-
lational, however, is a matter for lexical idiosyncrasy. | would be very sur-
prised, however, if there were a language in which an ostensibly monadic
noun received inalienable marking; that is, | predict there is no language in
which words corresponding to human or sky or firetruck classify as inalien-
able without substantial differences in entailments from their English coun-
terparts.

Valence-changing adjectival operators

Certain adjectives give rise to lexical possessive relations. As an example,
consider the adjectivesfavorite and own. Thetranslation of the adjective fa-
vorite takes a monadic nominal predicate for its first argument and returns a
two-place predicate.

(29) [favorite] = APAzAy[favorite("P, z, y)]

Herefavoriteexpressesarelation between entitiesand their favoritethings of
agiventype. Notethe resemblance between the denotation of favoritein (29)
and the interpretation of the possessive determiner given in (5b); they differ
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only in that the possessive determiner introduces the extrinsic possession re-
lation, whilethe denotation of favoriteinvolvesalexical relation between en-
tities and their favorite objects, as mediated by the property in question.'*

If we take a naturally non-relational noun like human and combine it
with favorite, we get a two-place relation suitable for a possessive meaning
without invoking the extrinsic possession relation.

(30) a [John'sfavorite human] = Ay[favorite("human,j, y)]
b. ‘theset of entitiesy such that y is John's favorite human’

Thereisastrong intuition that favorite carries auniqueness entailment. How-
ever, note that favorite rarely occurs except in a possessive construction. |If
we get favorite out from under a prenominal possessive, the uniqueness en-
tailment goes away.

(31) | saw afavorite movie of yours the other day.

Herethe experiencer argument of favorite has been absorbed by the postnom-
inal of phrasethrough syntactic combination. Since ause of (31) doesnot en-
tail that the listener has a unique favorite movie, | conclude that any unique-
ness entailment for expressionsin favorite are parasitic on other factors.

Note that there is another reading for favorite possessives on which the
lexical denotation of favorite undergoessuppressioninthelexicon, so that the
favorite horse denotesthe horsethat i s some unspecified group of people' sfa-
vorite. Thispredictsthat it should be possibleto find an extrinsic reading for
afavorite phrase. Thisismuch moredifficult thanitisfor, say, kinship terms;
that is, itisextremely difficult to interpret John’sfavorite horsein such away
that John is not the judger of the horse. However, expressionsliketoday'sfa-
vorite horse show that an extrinsic reading is indeed possible with favorite.
One way to see that today’s favorite horse has an extrinsic reading involving
suppressionisto notethat it continuesto entail the existence of some unspeci-
fied set of peoplewho hold the described horsein high esteem—that is, itisn't
the referent of today that is the experiencer.

14 Thetreatment of favoriteistheonly placein thisdissertation where| ex-
plicitly give an intensional analysis. Thisin unavoidablefor favorite. To see
why, imagine that we livein aworld in which the cobblers are coextensional
with the dart players. Then my favorite cobbler is not necessarily the same
person as my favorite dart player. In the classification of adjectivesgivenin
Kamp (1975), in addition to being non-extensional (asjust shown), favoriteis
non-predicative (thereis no independent set of favoritethings). Furthermore,
favoriteisaffirmative, and therefore non-privative (my favorite cobbler isal-
ways still acobbler), so that favorite("P, , y) entails P(y).
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Note that thefirst argument of the trandlation of favorite must be apred-
icate of valence 1. An attempt to combine favorite with nominals that are
obligatorily relational leads to ungrammaticality: *John’s favorite travels,
*John’s favorite singing loudly in the bathroom, *John’s favorite tallness.
This observation amounts to the claim that the first argument of the favorite
relation is aproperty, that is, the sense of a one-place predicate.

Asaproblem for this claim, note that John's favorite child can easily be
construed as describing John’s own offspring. However, this observation is
consistent with the idea that favorite only takes a monadic predicate. If so,
then the denotation of child would have to be the lexically suppressed sense,
so that John'sfavorite child picks out one child from among all those related
to John by the extrinsic possession relation. (Certainly there must be an ex-
trinsic reading available, since it is not necessary that there be akinship re-
lation between John and his favorite child.) | claim that John’s own children
aresalient candidatesfor John’sfavoritesfor purely pragmatic reasons. After
all, people tend to be especially fond of their own children.

Infavor of my position, if we assumethat favorite takes only amonadic
predicate, we have an explanation for the contrast in (32).

(32) a John'scolorisred.
b. John'sfavorite color isred.

Assume that the basic meaning of color is atwo-place relation between ob-
jects and their intrinsic color. In (32a), thereis alexical reading as well as
an extrinsic reading involving argument suppression. The lexical possession
reading for (32a) assertsthat John himself isred, perhaps because he hasbeen
lying out in the sun too long, or because he has just embarrassed himself and
he is blushing. On the extrinsic reading of (32a), the relationship between
John and the color in question is mediated by the extrinsic possession rela
tion 7. On this reading, the color could be the one that John picked out to
paint his car.

If favorite took a dyadic predicate argument, there should be two read-
ings of (32b) that parallel (32a): alexical reading on which John prefers to
be sunburnt, and a monadic reading on which John standsin the favoritere-
lation with the designated color, which need not be his own intrinsic color.
However, only the monadic reading of color isavailable, as predicted by as-
suming that favorite takes only monadic nominal predicates.

A second argument that favorite takes only monadic arguments comes
from the adjective own. The adjective own clearly does take dyadic predi-
cates for an argument. In the discussion immediately above, for instance, |
used the expression John’sown children to distinguish children that he stands
in akinship relation with from those he stands in the more general extrinsic
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possession relationship with. In contrast to favorite, John’sown color can de-
scribe John’sintrinsic color. If favorite were able to take a dyadic predicate
for an argument, it ought to be able to take expressionsinvolving own, but it
cannot, although the reverseis possible.

(33) a *John'sfavorite own children
b.  John'sown favorite children

The predicted meaning for (33a) would explicitly restrict attention to John's
biological children, among which he has a favorite. But (33a) is not gram-
matical, as predicted on the assumption that favorite takes only monadic ar-
guments (see section 2.7 for technical details on how (33a) is ruled out).

To complete the argument, we must observe that own does not undergo
suppression, otherwise (33a) would be predicted good under a reading on
which the non-core argument of own had been suppressed. In general, ad-
jectives can undergo suppression in the lexicon, as argued above for favorite,
as in today’s favorite horse. Therefore own constitutes an exception to the
lexical suppression operation. Thus *the own color is ungrammatical, since
nominals with modification by own are obligatorily possessed.

Note also that own does not take monadic predicates. Thisexplainswhy
John’sown gift must involve asituation in which John standsin somelexical
relation to the giving event, and not onein which al the non-core arguments
of gift have been suppressed.

Onthisanalysis, then, ownisthevalence 2 version of arestrictive adjec-
tive. A restrictive adjective guarantees that it will map a monadic predicate
onto a subset of the objects described by that predicate. That is, ared gunis
akind of gun. A non-restrictive adjective, on the other hand, makes no such
guarantee, so that afake gun is not necessarily agun. To seethat own isre-
gtrictive, note that John’s own children is a subset of John's children. That
is, apair (x,y) will be in the extension of the dyadic predicate denoted by
[own children] only if it isin the extension of the dyadic predicate denoted
by (the kinship sense of) children. The adjective former is a candidate for a
non-restrictive relational adjective, since a former wife is not necessarily a
wife.

General remarks

The subsections above constitute a brief survey of sometopicsin thelexical
semantics of relational nominals and their possessiveinterpretations. Thisfi-
nal subsection gives some more general remarksthat apply to all lexical pos-
sessives, including the ones mentioned above.

First, notethat in each caseabove, it isthelexical nature of the possessee
phrase that controls the interpretation of the resulting possessive phrase, and
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never the possessor phrase. Thisisespecialy evident in the discussion of de-
rived nouns, as pointed out by Chomsky (1970), sinceit is the derived noun
that is most closely related to the verbal predicate that characterizesthe the-
matic roles available for the nominal interpretation.

The asymmetry of the possessor and the possessee is even more strik-
ing for whole/part relations. Neverthel ess, when contemplating a description
such as the man’s nosg, it is perpetually tempting to focus attention on the
man, asif it were men that have noses, rather than noses that have men. To
make this point more clearly, note that with respect to the possessive John's
divorce, it is not people that have divorces—only some people ever get mar-
ried, let alone ever get adivorce; rather, it is divorces that have people. That
is, itisthelexical denotation of divorcethat entailsthe existenceof adivorcée,
and not, say, some dlot/filler script associated with the type of object of which
John isan instance and that provides for a set of optional attributesincluding
‘has-a-divorce'.

A more forceful demonstration of the relative importance of the pos-
sessee nominal over the possessor nominal comes from the non-reversibility
of lexical possession relations.

(349) a thecake'singredients
b. *theingredients cake

Thebasic lexical trandation of the noun ingredientsis adyadic predicate ex-
pressing apart/whol erel ationship between theingredientsto be described and
the entity they are part of. The noun cake, on the other hand, trandates as
amonadic predicate; if you are a cake, that does not entail the existence of
any other entity that stands in a particular relation to you. To see this, com-
pare cake to the lexical compound birthday cake, which is relational in the
same way that birthday is. Thus (34a) isfine, but (34b) is ungrammatical on
a part/whole reading, because ingredients but not cake denotes a part/whole
relation. Ingredients have cakes, but cakes do not have ingredients.'®

Of course, the existence of acakeentity will entail the existence of acol-
lection of ingredientsthat make up that cake. Nevertheless, the lexical deno-
tation of cake does not distinguish these entailments by providing them with
an explicit argument position, in the same way that the denotation of grand-
mother gives a privileged status to the grandchild role.

There is some experimental evidence that the non-reversibility of at
least the part/whole relationship is learned fairly early. In Golinkoff and

15 Incidentally, as the previous two sentences show, possessive have re-
semblesthe prenominal possessivein that it prefersto denotethelexical rela
tion expressed by its direct object: compare Boys have noses versus * Noses
have boys.
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Markessini’'s (1980) study of the ability of young children to understand pos-
sessives, they find that reversed ownership relations such as the flower’s boy
instead of the boy's flower are more difficult than the normal configuration,
but not nearly so difficult as interpreting a reversed part/whole relation, such
as *the nose’s boy instead of the boy's nose. It is not until stage IV (mean
MLU [mean utterance length] of 3.44, with amean age of 2;11) that children
were able to reliably interpret the anomal ous possessives, with a criterion of
75% success. (See section 2.1 for a more thorough discussion of Golinkoff
and Markessini’s results.)

Thisnon-reversibility is not limited to part/whol e relations, but holds of
all of the lexical relations discussed in this section, including derived nom-
inals (*the gift's man), gerunds, (*the singing’s man), de-adjectival nouns,
(*the tallness's man), and adjectival relations (*the favorite horse's man,
whichisungrammatical on areading that entailsthat the horseisthe described
man'’s favorite). | will return to the topic of the non-reversibility of lexical
possessivesin the next section.

Second, although the fact that derived nominals and gerunds have a
syntactic argument structure is no longer disputed, it is not as universally
accepted that non-derived nouns have an argument structure, or if they do,
that that argument structure is relevant to formal grammatical description
(see, e.q., doubts expressed by L obner (1985)). The fact that kinship terms,
body part terms, de-adjectival nouns, adjectives proper, and part/wholerela-
tionsin general al participatein a system sensitive to the valence of nominal
arguments, especially with respect to possessive interpretations, provides a
strong argument in favor of the hypothesis that nominal denotations vary in
their valence, and that valence should be explicitly represented in the truth-
conditional interpretations of nominal expressions.

Third, andfinally, it isimportant to realize that the effectsdescribed here
in terms of the interaction of nominals of different valence are not limited to
possessive interpretations, but involve at least the thematic role structure of
(non-possessive) derived nominal sand the semanti cs of adjectivephrases. To
the extent that these phenomena are al part of the same system, the stipula-
tions needed to account for them are needed independently of the analysis of
possessives, and should not be counted as ad-hoc stipul ationsadduced merely
for the sake of providing possessives with an reasonabl e interpretation.

4. Extrinsic possession

This section considers the nature of the extrinsic possession relation . Ex-
trinsic possession is a vague relation that encompasses ownership, creation,
control, adjacency, and variety of other distinct pragmatic relationships.
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Adapting the ideas of Howe and Slobin discussed in section 2.1 that posses-
sionisjust aspecial case of amore genera class of locative relations, let us
call thisgeneral possession relation ‘ proximity’. The use of an extrinsic pos-
sessive entails that the described entity is near to the possessor entity, where
the relevant dimension for measuring relative nearness depends largely on
pragmatic factors, asillustrated by the following parable.

Johnishosting adinner party. He spent part of histime beforethe guests
arrived preparing some homemade yogurt. But being a prudent fellow, he
also bought a large supply of commercial yogurt in case his own yogurt did
not gel properly. The homemade batch turns out fine, and John servesit to
his guests. In the middle of eating dinner, John utters the sentencein (35).

(35) I’'mafraid my yogurt tastes alittle funny.

What istherel ation between John and hisyogurt? Theanswer to thisquestion
depends on which yogurt John is referring to. One guest might suppose that
John is talking about the portion of yogurt that John himself is in the mid-
die of eating. That is, perhaps the yogurt fermented in individual servings,
and one of the sub-batches of yogurt turned out badly. Another guest might
suppose that John is nervously comparing his homemade yogurt to the store
bought supply sitting in the fridge. A third guest, unaware that John some-
times makes his own yogurt, might suppose that John is apologizing for the
fact that he has no good yogurt anywhere in the house.

The three possibilities for the referent of my yogurt, then, are the por-
tion John is eating; the homemade yogurt, as opposed to the store bought yo-
gurt; and all of the yogurt in the house, including the store-bought stuff in the
fridge. These different perspectives correspond to the yogurt that is physi-
cally closest to John, namely, the portion that he himself is eating; the yo-
gurt that he made himself; and the yogurt that he has ownership control over.
These al seem like perfectly acceptable construals of (35).

What doesthismultiplicity in construal arisefrom? Theredoesnot seem
to be any lexical ambiguity. | will assume that the possessive constructionis
simply vague across those three (or more) possibleinterpretations. Morepre-
cisely, | will assumethat the extrinsic possessionrelation isvaguein the same
way that the use of apersonal pronoun can be vague. A use of shein the con-
text above would be vague in that it could refer to any of the female guests.
Just as John might indicate which guest he means by pointing, he might in-
dicate which yogurt he means by gesturing at his yogurt cup. So, just as an
expression involving afree pronoun cannot be eval uated against amodel un-
til there is some assignment of variables to entities, an expression involving
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the possessive cannot be eval uated until there is some assignment of the pos-
session relation to a particular extension.'® Thus in the fragment presented
in section 2.7, the extrinsic possession relation 7 istreated as avariable over
two-place relations whose value is fixed by the context of use.

Jackendoff (1977, 13) expresses the indeterminacy in the relationship
between the possessor and the thing possessed in these terms.

One [semantic] projection rule for the [prenominal] possessive po-
sition can specify arather loose notion of “intrinsic connection” be-
tween the possessive NP [i.e., the possessor phrase] and the object
denoted by the larger NP [the host]. This notion would be sharp-
ened by the semantic nature of the larger NP: if it is written mate-
rial, intrinsic connection denotesthe writer; if itisanidea, intrinsic
connection denotesthe discoverer; and so forth. Placing the burden
of specifying intrinsic connection on the semantic component (or
preferably on real-world knowledge) . . . explains the creativity in
the use of the intrinsic connection: for example, John's chair may
denote the chair that John owns (alienable possession), or, by in-
trinsic connection, the chair that John built, designed, or habitually
satin.

Here Jackendoff is describing our notion of extrinsic possession. For him,
only one possibleinterpretation of the prenominal possessive receives an in-
terpretation viahisnotion of intrinsic connection. For us, thistrandlatesasour
characterization of the class of possessivesthat receive an interpretation via
the extrinsic possession relation, which expresses an ‘intrinsic connection’
that we call ‘ proximity’.

Impossible extrinsic relations

One of the most mysterious aspects of my analysis of possessivesis the fact
that the extrinsic possession relation 7 never takeson alexical relation for its
value.
(36) a thetable'stop

b. *thetop'stable

On the analysis here, we predict the contrast in (36) as a consequence of the
fact that top isarelational noun, so that (36a) has alexical interpretation en-
tailing apart/wholerelation; but tableisnot relational, so (36b) can have only
an extrinsicinterpretation on which thetwo-place predicate  takeson avalue
determined by the context of use.

16 Thisfact should follow from a more general theory that predicts which
expressions are referring expressions on any given occasion of use.
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But why can't the vagueness inherent in the value of the relational pa-
rameter 7 beresolved in favor of apart/wholerelation? This potential extrin-
sic relation would be the inverse of the lexical relation denoted by top. That
is, we areimagining that 7 holds between two objectsz and y if and only if =
isapart of y. It isnot surprising that it would be difficult to use anon-lexical
possessive to express a particular relation when there is alexical possessive
available that expresses the intended relationship more directly, but | do not
understand why it should be impossible.

Certainly our hypothesisthat 7 isageneralized | ocativerel ation doesnot
lead to an explanation, since the part/wholerelation is an excellent candidate
for akind of locativerelation. Thiswas made clear in Howe'sdiscussion (see
section 2.1) of the child's production truck wheel, which suggests a posses-
sive interpretation (‘the truck’swheel’) versuswheel truck, which suggestsa
locative interpretation (‘the wheel ison the truck’). At this point, | can only
observethat the extrinsic possession relation never denotesalexical relation,
without being able to provide an explanation for this fact.

Postnominal of -phrases

Even if we have difficulty guaranteeing that a lexical interpretation will not
be possiblefor an extrinsic possessive, we are better off in our ability predict
when an extrinsicinterpretation will or will not be possibleto begin with. Re-
call that we associate extrinsic possession explicitly with the possessive de-
terminer. This predictsthat extrinsic interpretations will not be available for
of -phrasesin postnominal position.

(37) a achildof John

b. *ahuman of John

Since child can trandlate as a two-place predicate, it can absorb the syntactic
argument expressed by the prepositional phrase of John. And sincethe parent
role of child can be filled by a possessor, there is a sense in which (37a) ex-
presses a kind of possessive meaning. Note that since there is no possessive
determiner in (37a), (37a) does not have an extrinsic reading; that is, (37a)
can only describe John's offspring. Thisisin contrast to the prenominal ver-
sion John'’s child, which has both a lexical reading (the kinship reading) as
well as an extrinsic reading (the day-care reading). Furthermore, since hu-
man denotes a monadic predicate to begin with, it does not have sufficient
valence to combine with any syntactic arguments, which explainswhy (37b)
isungrammatical.

Ownership possession

It is not quite true that each of the various intrinsic connections that can be
expressed by aninstance of extrinsic possession areequally salient. All things
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being equal, ownership is the most likely extrinsic possession relation. This
effect is especialy true for classes of objects that are conventionally owned
or possessed, such ascars, cats, pencils, and so on. That is, John'scat ismore
likely as adescription of the cat that John owns rather than as a description of
the cat that John just stepped on. These nouns are not obviously relational the
way that kinship terms or body part terms are. Yet they are more relational
than relentlessly monadic predicates such as the trandation of human: there
is no way to guess what the relevant proximity metric is for an expression
like John’s human in the absence of some more specific context. Perhapscat,
car, and so on are on their way to becoming conventionally relational, so that
at some point in the future the noun cat will entail the existence of an owner
just as strongly as the noun pet does today. However, for the sake of making
strong predictions, | prefer to class cat and car and their like as strictly non-
relational nouns.

Null possessee phrases and local possessives

Another placewhere conventional expectationsplay apart intheresol ution of
an extrinsi ¢ possession rel ation iswhen possessives occur with null possessee
nominals.

(38) a | metachildof John's.
b. | metachildat John's.

In both of these examples, | analyzethe object in the prepositional phraseasa
possessive with a zero pronoun for a possessee phrasg, i.e., [John’s (i]. Note
that in (38a) the zero pronoun is not anaphoric for the nominal child, since
(38a) does not have any interpretation on which it means the same thing as
a child of John's child. Instead, | suggest that there is no restriction on the
class of possessee objects, and the restrictive content of the modifier comes
entirely from the value of the extrinsic possession relation.

Therefore | claim that (38a) describes a (unique) child that is somehow
closer to John in some pragmatically relevant sense. The most natural inter-
pretation of (384) isthat the child is John’s biological offspring, but it isalso
possible to use (38a) as a description of a pupil of John’swho is not his own
child. To seethat a genuine lexical possession interpretation is not possible
in this construction, notice that *the top of the table's is not grammatical.

If the preposition is locative, asin (38b), then the extrinsic possession
relation is usually resolved in favor of John’shome. Thisiswhy the posses-
sive in (38b) is often called the local possessive (Quirk et al. (1972, 203)).
However, depending on context, the possessive in (38b) could also be a de-
scription of John’s restaurant or some other locale that John controls. Thus
| am suggesting that the local possessive is not a separate construction, but
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isjust aconventionally favored interpretation of a more general construction
which requires resolution of avague possession relation.

A discussion of the role of conventional expectations in resolving the
vagueness of the extrinsic possession relation appearsin section 2.6.

5. Uniqueness presuppositions
Possessives generally carry uniqueness entailments, just like definites.

(39 a |sawachild.
b. | saw thechild.
c. | saw John'schild.

In (39a), a child isindefinite, and there is no presupposition that the listener
or even the speaker has enough information to distinguish the child that was
seenfrom any other salient children. In (39b), however, the use of the definite
determiner assumesthat the speaker, upon demand, can furnish sufficient de-
tail sto distinguish theintended referent from any other child. The possessive
in (39c) patternswith the definitein thisrespect. That is, ause of John’s child
must refer to a uniquely determined entity, even if John happens to possess
more than one child.

Thissection, then, will exploreaway inwhich possessivesresembl e def-
inites. The next section, however, will discuss a way in which possessives
resembl e indefinites more closely than definites in that possessives are able
to refer to novel entities, entities that have not yet been mentioned in the dis-
course. From the evidence in this chapter, then, possessives can be thought
of either asindefiniteswith a uniqueness entailment, or as (potentially) novel
definites. Chapter 4 will argue that possessives are more like indefinitesin
another way, in that they can serve as donkey antecedents.

| assume that possessives denote descriptions, that is, sets of entities.
The most straightforward way of guaranteeing that a prenominal possessive
has a uniqueness entailment, obviously, would be to stipulate that a use of a
possessiveis only felicitousif there is at most one (relevant) entity that sat-
isfies the description it denotes. However, thiswill not be adequate once we
take into consideration possessives involving plural possessee phrases. For
instance, if John's children denotes the set of all entities y such that John is
the parent of y, then any subset of John's children will be in the extension of
the description. Thus the uniqueness entailment must be stated in terms of
maximality.

(40)  Uniqueness/maximality presupposition for possessives:
For a given situation, the use of a possessiveisfelicitous
only if thereis at most one maximal entity that satisfies
its descriptive content.
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Because of the importance of pluralsfor thisissue, this section will begin by
discussing the interaction of plurals and possessives, followed by some more
detailed comments on the interpretation of the generalization expressed in
(40). Further below we will attempt to deepen our understanding of posses-
sives with respect to absolute uniqueness: What does it mean exactly to say
that a possessive must be unique? Unique with respect to what? The most
obvious hypothesis would be to assume that the selection of the referent of
apossessive is uniquely determined by the choice of the referent of the pos-
sessor. Thisisnot so. Rather, the selection of the possession must be unique
relativeto the situation with respect to which the possessiveisto be evaluated.

Plurals

A bit of technical vocabulary will help in our discussion of plurals. | will
assume that the domain of discourse consists of a set of entities containing
atoms and sums, where each sum corresponds to a set of atoms. Then plural
definitedescriptionslikethe unicyclesand the women denote sums, and plural
common nouns like wheels and pedal s denote sets whose members are sums.
Names and singular expressions, on the other hand, typically denote atoms
and sets of atoms.

Not surprisingly, possessive relations, like verbal relations, can take
proper sums as arguments.

(41) a JohnandBill’'shome
b. themen'shome

| assume here that home is a dyadic predicate, so that the possession relation
between the possessor and the home in this case is an instance of the lexical
relation denoted by home. John and Bill can possess a home together even if
neither John nor Bill possesses a home on their own. Similarly, if the exten-
sion of themenin some context is precisely the set consisting of John and Bill,
(41b) can involve the sum over all (relevant) men possessing a home even if
none of theindividual peopleinthe extension of the predicate denoted by men
happens to possess ahome. Assuming that on the relevant construal the con-
junction John and Bill denotes a sum, and that the men also denotes a sum,
then 7 can hold between a sum entity and some other entity without neces-
sarily holding of the atoms dominated by that sum. All this meansisthat if
thereisahome which is John and Bill’s home, it does not follow that thereis
any home which is John’shome, in the same way that asserting that John and
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Bill lifted a piano does not commit you to asserting that John lifted a piano
by himself.1?

Similarly, it is clear that the possessive as a whole can also describe a
proper sum.

(42) thehome'sowners

Here, owner denotes a two-place relation. As above, a home may be pos-
sessed by Bill and John together without there being any single individual
that stands in the ownership relationship to that home.

In general, singular expressions presuppose that the entity they describe
isanatom. Thusfor Bill and John’shome, the described entity is presupposed
to beasingle house. Plurals, on the other hand, only implicate that the entity
that they describe is a proper sum. The implication arises from the assump-
tion on the part of theinterpreter that if therewasa single entity involved, the
speaker would have used an expression with singular marking.

(43) a Mostunicycles have wheels.
b. Most unicycles wheels are round.

To seethat the tendency of aplural to denote a proper sum has only the force
of an implicature, notice that an assertion of (43a) does not entail that any
unicycle has more than one wheel. The same observation istrue of the quan-
tificational possessivein (43b).'2

With these brief comments on plural expressionsin possessives, we can
continue with our discussion of uniqueness.

17 Quirk et al. report that the availability of a distributed reading for a co-
ordinated possessor phrase correlateswith whether the possessive morpheme
is distributed across both conjuncts. That is, they predict that (41a) can only
describe a home owned jointly by John and Bill, in contrast with John’s and
Bill’s homes, for which thereis only a distributed reading on which John and
Bill ownhomesindependently of each other. However, | agreewith Jespersen
(190949, vi:291) that thisis atendency and not an absolute rule. For exam-
ple, Jespersen cites Austen’s Such a thought woul d never enter either Sr John
or Lady Middleton’s head, which certainly has a lexical possession reading
which does not entail the existence of a single head possessed either by Sir
John or Lady Middleton.

18 In the technical vocabulary developed in chapter 4, for each quantifica-
tional case, the unicycle variable and the wheel variable will each denote an
atom.
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Maximality

Now we can see what the effect of the uniqueness/maximality condition will
be. Consider the lexical possessivesin (44).

(44) a |saw John'schild yesterday.
b. | saw John'schildren yesterday.

| will assume that both of the possessivesin (44) have the same descriptive
content, namely, they both describe the set of entities that stand in the child
relation to John (A\y[child(j, y)]), and differ only in the presuppositions due
to the presence or absence of the plural morpheme on the possessee nominal.

In (44a), the fact that the possessee nominal child isin the singular car-
ries the presupposition that the entity described by the possessiveisan atom.
By the uniqueness requirement for possessives, there must be a unique en-
tity that satisfies the descriptive content of the possessive. Thesetwo factsin
combination entail that John has at most one (relevant) child.

To see that this uniqueness entailment is a presupposition rather than a
part of the content of the possessive, notice that the uniqueness entailment
continues to go through even when the statement in (44a) is negated.

(45) 1didn't see John'schild yesterday.

| use of (45) isfelicitous only in a situation in which John has exactly one
child (unless you are using (45) in a metalinguistic fashion in order to deny
the presupposition itself).

Now we are ready to consider the plural in (44b). The plural morpheme
allows for the described entity to be a proper sum. This means that the pos-
sessive in (44b) can refer to a collection of two or more children. But each
subset of these children will satisfy the descriptive content of the possessive.
Thusit seemsthat the uniqueness presupposition isviolated, since more than
one relevant entity satisfies the descriptive content of the possessive.

How can we resolve the requirements of the uniqueness presupposition
with the presuppositions associated with the plural? | will adopt the approach
developed in Kadmon (1987) which depends on maximality. That is, | as-
sume that the possessive in (44b) is capable of describing only the maximal
set of relevant children. Let the entities a, b, and ¢ be John’s children. Then
the expression John's children (on its lexical reading) can only refer to the
maxima set of John’schildren, namely, {a, b, ¢}. Oneway to understand the
effect of the uniqueness condition is to assume that only the maximal set of
childrenisrelevant in agiven situation. Thus even though theset {a, b} also
satisfies the descriptive content of the possessive, it cannot be relevant at the
sametime that the larger set is.
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Uniqueness with respect to cases

Judging from thediscussion so far, it would seem that given theidentity of the
possessor, the maximality presupposition uniquely determinesthe identity of
the entity described by a possessive. In general, however, thisis not so.

Richard serves coffee and cookies in his office every day at 4 o'clock.
Hiscoffeeisquitegood, so you will awaysfind peoplepacked into hisoffice,
filling the chairs, lounging on pillows, and perched on the edge of the desk.
In fact, if you arrive much past 4, you are likely not to get a seat at all. One
day Tom was ten minutes past the hour. He stuck his head into the crowded
office, looked around, and uttered atoken of (46) in mock distress.

(46) Peoplearesittingin my seat!

The phrasing of (46) makes it sound as if al of the seats were under Tom's
control, when actually none of them were.

But we need to make a more subtle distinction here. Part of the diffi-
culty involved in attempting to comprehend (46) comes from the fact that
even if Richard abandoned his first-come-first-serve policy and guaranteed
Tom a seat would be held open for him, it would not necessarily be the same
seat each day. That is, there is no one seat that would be Tom's. Rather, any
seat would (potentially) have been his.

Thereis a uniqueness entailment for the possessive in (46), yet thereis
no specific chair referred to. How can we resolve this puzzle? The solution
is that the uniquenessis not an absolute function that considers only posses-
sor entities and an (extrinsic) possession relation. Rather, possession here
must be relativized to a particular occasion. According to the first-come-first-
served principle, for any giveninstantiation of Richard’'scoffee, Tom'sseatis
the seat he chooses out of those available when he walks in the door. Before
he arrives, none of the seatsis his (the seat assignment function is undefined);
when hefirst walksin the door, any of the unoccupied seats could be his (in-
determinate); and when he sits down, exactly one seat is his, say, the small
wooden crate near the door that he is sitting on right now (well-defined and
unique). Each person in the room is sitting in the seat that would have been
Tom'sif it had been the last one available when he walked in the door. That
is, each person issitting in a seat which isthe potentia referent of the phrase
my seat. Thus the uniquenessin (46) isrelativized to possible situations that
differ from the actual situation only in those facts necessary to make some
seat (or set of seats) free.

The point that | am trying to makeisthat the uniqueness of a possessive
isrelative to a particular case, and a single scenario can contain a number of
distinct cases (here, one for each seat occupier). Thisisvery much like the
discussion of factoring a set of instances into cases discussed in chapter 4 as
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part of an account of the proportion problem for quantificational possessives.
Therefore | will not develop this discussion further here, except to point out
that the account developed in chapter 4 will need to be extended to handle
cases such as (46).

Before leaving this topic, however, | will offer another example which
I hope will make it plausible that the effect described for (46) playsapart in
more mundane uses of sentences.
(47) a | hateit when my feet get wet.

b. | hateit when my shoes get wet.

In (474), the referent of feet is unique given the referent of the speaker. In
(47b), however, thereis no entailment that | have aparticular pair of shoesin
mind. Rather, the most natural interpretation of (47b) asserts that whatever
pair of shoes| am wearing, if those shoes get wet, that makes me mad. Since
the referent of the first person pronoun does not change from case to case,
and since the shoes involved do change from case to case, it follows that the
uniqueness of the possession does not depend solely on the identity of the
possessor in question. However, note that the shoes are unique and maximal
for any given situation. Say that | am in danger of soggy feet when it rains,
and at no other time. Then each time it rains, my shoes refersto the maximal
set of shoesthat | am wearing at that time.

Uniqueness and maximality presuppositionswill play an important part
in predicting the truth conditions that arise from quantificational possessives
as explained in section 4.8.

6. Definite possessives and familiarity

Like indefinites, possessives provide an opportunity to refer to an entity
which has not been mentioned previously in the discourse.

(48) a A manwakedin.
b. Hehad hisdaughter with him.

In (48), the indefinite a man introduces a discourse marker for aman into the
model, so that a later use of the definite pronoun he can refer back to that
discourse marker as afamiliar entity. Note that in contrast to the indefinite,
the pronoun in (48b) would not be acceptable without some contextual clue
(such astheindefinitein (48a)) to provide areferent. The possessivein (48b)
resembl es the indefinite more than the pronoun in thisrespect: the possessive
his daughter in (48b) can be felicitous even though its referent has not been
introduced by any previous indefinite.
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How can possessives get away with referring to novel entities? By es-
tablishing a connection between the man introduced in (48a) and the new par-
ticipant (the daughter), the use of the possessive construction exploitsthe fa-
miliarity of the man in order to be able to refer to the novel daughter asif it
were aready familiar.

The standard assumption of theories of discourse representation, such
as that in Kamp (1981) and in Heim (1982) is that definites and indefinites
behave differently with respect to the discourse in which they are embedded.
Following Karttunen (1976), we can assumethat as part of the process of in-
terpreting a discourse, the user of a language (both the speaker and the lis-
tener) will maintain alist of entitiesthat are relevant to the discourse, alist of
discourse referents. Definites must refer to afamiliar entity, that is, an entity
for which there is already a discourse referent in the current list. Indefinites
can serveto introduce novel entitiesinto the discourse model.

Thus if possessives are definite, they pose a problem for the standard
story, since they seem to be definiteswhich are able to refer to novel entities.

However, the standard story of the familiarity presuppositions for defi-
nites depends on a considerableidealization of naturally occurring discourse.
Fraurud (1990) gives figures for a corpus of Swedish written texts in which
fully two thirds of all definites are first mentions, that is, refer to an entity
not yet mentioned in the discourse. Furthermore, a substantial fraction of the
indefinites (ten percent) are subsequent mentions, that is, refer to an entity al-
ready familiar from previous discourse. Either the standard model is a mas-
siveidealization of the facts, or there is rampant accommodation throughout.

Where do possessivesfit in the definite/indefinite dichotomy? Are they
morelike definites, which (characteristically) prefer afamiliar referent, or are
they more like indefinites, which (characteristically) prefer anovel referent?
Whether you think of possessives as definite or indefinite often corresponds
to what you areinterested in studying. For instance, Kadmon (1987, 154) in-
vestigates the uniqueness properties of definite descriptions, so she assumes
that possessives (at least those with pronoun possessor phrases) are definite,
since they carry a uniqueness presupposition; but Gawron and Peters (1990,
91) are more interested in quantificational binding, so they treat possessives
as indefinite, since they have many of the binding properties of indefinites
(see chapter 4). This section will support the claim that possessives are nei-
ther definite nor indefinite, since they class with either group, depending on
the exact situation.

For instance, in (48), apossessiverefersto anovel entity, and thusislike
an indefinite. But a possessive can refer to familiar objects with equal ease,
thus resembling a definite. To see this, notice that it is perfectly natural to
continue the discourse in (48) with the sentence in (49).
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(49) He seemed happy and relaxed, but his daughter looked terrified.

At this point the referent of his daughter is already familiar, having been in-
troduced in the previous sentence ((48b)) (witness the acceptability of using
a definite pronoun such as she in the place of his daughter). Nevertheless,
the possessive can refer back to this familiar entity as if the possessive were
a definite description. An indefinite such as a daughter could not appear in
this context with the same interpretation.

So possessives have properties of both indefinites (they can introduce
novel participantsinto the discourse model) and definites (they can refer back
to familiar entities). In fact, the examplesin (48) and (49) show that the same
possessive (namely, hisdaughter) can exhibit either one of thesefunctionson
different occasions of its use.

Partly in view of the behavior of possessives, Prince (1978) suggests a
more elaborate classification than definite versus indefinite. She proposes at
least athree-way distinction between new, unused, and anchored. The refer-
ent of a definite possessiveis good as a first mention because it is anchored
to afamiliar object by means of the possessive relation.

Thisideais taken up by Lobner (1985) as well as Fraurud (1990) and
developed into atheory of the use of descriptionsin which possessives refer
to a network of discourse entities connected by various relations (seg, e.g.,
Fraurud (1990, 406)). In these theories the relations between the objects are
pragmatic, or at best conceptual (i.e., cognitive but non-linguistic). In fact,
L 6bner explicitly wonders whether the relations involved in these networks
are ever grammaticized. The main result of this section will be to show that
the ability of a possessive to describe a novel entity depends on the way in
which its possession relation is interpreted. Since the possession relation is
constrained by grammatical factors(in particular, lexical versusextrinsic pos-
session), it follows that the discourse properties of possessives are also con-
strained by the same grammatical properties.

Unfortunately, a formal theory of novelty and familiarity is beyond the
scope of this dissertation. However, it will be possible to offer some remarks
showing that the distinction between lexical possession and extrinsic posses-
sion advocated in this chapter will be relevant to any adequate theory of dis-
course anaphora.

Familiar relations

| claim that a prenominal possessive can refer to a novel participant only if
the relation between the possessor and the possession is well-defined—to ex-
tend the standard terminology, only if the possession relation itself is famil-
iar. Thisobservation, in combination with the account of lexical and extrinsic
possession developed above, givesriseto a number of predictions.
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In order for this idea to make sense, | must say a little bit more about
what it means for a relation, as opposed to a discourse participant, to be fa-
miliar. What | am suggesting isthat the discourse model not only maintainsa
list of individualsthat are relevant at any point in the discourse, but also alist
of particularly salient relations. Just asfor individuals, relations can be nom-
inated asfamiliar either by certain linguistic expressions, or by non-linguistic
context.'?

The question of familiarity never enters the picture for lexical posses-
sives, since there is no opportunity for vagueness. That is, the trandlation of
alexical possessive (by definition) is built directly from the relation denoted
by the possessee nominal, without the mediation of the extrinsic possession
relation . Thisiswhy lexical possession easily givesriseto possessiveswith
novel referents. Extrinsic possessive relation is more vague, and therefore
more indefinite. This predicts a contrast in acceptability between a posses-
siveinvolving lexical possession that isused to describeanovel entity versus
one involving extrinsic possession.

(50) a | saw John'schild today.
b. #l saw John's human today.

In a neutral context, unless the individual described by the possessive has
been mentioned in previous discourse, the lexical possessive is much more
successful at introducing anovel discourse participant than the extrinsic pos-
sessive.

As shown in section 2.2, kinship terms such as child denote relations,
but human denotes a monadic predicate and can only serve as a possessee
nominal viaextrinsic possession. Assuming aneutral context, thelexical pos-
session in (50a) gives rise to a perfectly felicitous possessive that refersto a
novel entity. But even assuming that John is familiar from previous context,
the possessivein (50) isinfelicitous. The listener would probably respond by
asking for more information about who this person associated with John is
supposed to be—or, more precisely, what the relation between John and the
mysterious person is supposed to be.

A related prediction, then, is that possessives that can normally receive
either alexical interpretation or an extrinsic interpretation will resist an ex-
trinsic interpretation in a context in which it introduces anovel entity. Recall
that a possessive built from amulti-valent noun like book can have a number
of interpretations. An expression like John’s book, for instance, can refer to

19 1n a sense, this is the fundamental assumption of the so-called E-type
analysis of descriptive pronouns advocated by Evans (1977), Cooper (1979),
Heim (1990), Neale (1990), and others, on which some pronouns denote re-
lations which can take their value from surrounding context.
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the book that John wrote (Iexical) or the book that John owns(extrinsic). (See
section 2.3 for details.) If this possessive is used to introduce a novel entity,
however, the extrinsic interpretation is unavailable.

(51) John likesto talk about his book.

Inaneutral context, it isvery difficult to interpret hisbook in (51) as anything
except the book that John wrote (though see below for a discussion of non-
neutral contexts).

Why should this be so? That is, why is extrinsic possession unable to
license the introduction of anovel participant the way that lexical possession
can? As suggested above, part of the way in which a possessive goes about
introducing anovel entity into the discourseisthrough establishing aconnec-
tion between the novel entity (the possession) and an aready familiar entity
(the possessor). If the possession involves a lexical relation, then the con-
nection between the possessor and the possession is well understood. If the
possession involvesthe extrinsic possession relation, however, then all of the
vagueness and indeterminacy discussed in section 2.4 entersin. To the extent
that theextrinsic possession rel ation for aparticular instance of apossessiveis
moreVvague, then the connection between the familiar possessor and the novel
possession is also vague; and to the extent that that connection is vague, the
possessive fails to establish a firm connection between the two objects, and
the familiarity by association falls through.

Onthisview, if theresponseto ause of | saw John'shumanis“Who??’,
a satisfactory response would be to provide more information about the na-
ture of the extrinsic possession relation that hol ds between John and the per-
son that he possesses, e.g., by continuing with “the guy over there that John
isstudying for hisanthropology project. ..”. Oneadditional prediction, then,
isthat if acontext can somehow make aparticular value for the extrinsic pos-
session relation more prominent, then apossessive with an extrinsic interpre-
tation will become more effective at introducing a novel individual.

(52) a Look at Johnand Mary over by those giant rocks!
b. | think John’s boulder is staggeringly beautiful.

A useof John’sboulder, asin| saw John’sboulder yesterday, would normally
provoke an abjection from a felicity-minded listener (e.g., What boulder?).
Thisis as expected, since boulder isamonadic predicate. But the discourse
in (52) seems natural enough. The context in (52a) setsthe stage by suggest-
ing that the spatial proximity of people and rocksis of interest. This makes
it easy to resolve the vagueness of the extrinsic possession relation between
John and his boulder in (52b) in favor of the boulder that heis closest to, and
thisrenders (52b) felicitous, despitethefact that John’sboulder isafirst men-
tion. Thereis a correlation, then, between the constraints a context places
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on the extrinsic possession relation, and the ability of a possessive to refer
to anove referent. In other words, in (52) the linguistic context (especially
the locative preposition by) renders a particul ar relation between people and
rocks salient enough to be counted as familiar, and therefore available as a
value for the extrinsic possession relation occurring as part of the trandlation
of the possessive description.

Asnoted in section 2.4, thereis acontinuum al ong which nominal predi-
cateslie, with fully lexicalized relations that do not permit argument suppres-
sion, like gerundsand nounsfrom adjectiveson one end, and with relentlessly
monadic nouns on the other. In the middle are nouns which are loosely as-
sociated with some conventionalized expectation that a particular possession
relation will be more relevant than others. Thisis especially true of nouns
that name a class of objects that are commonly owned by a large proportion
of the population. For instance, peoplein this country typically possess cars,
cats, and pencils, but not busses, sticks, or squirrels. This fact predicts the
following contrasts.2°

(53) a | saw John'scar yesterday.

b. #l saw John’'sbus yesterday.
(549) a  Johnaccidentally snapped his pencil.
b. #John accidentally snapped his stick.

(55) a Johnisnot very fond of hiscat.
b. #Johnisnot very fond of hissquirrel.

For the classes of objects that are conventionally possessed by the typical
modern person (cars, pencils, and cats), possessives even in neutral contexts
are acceptable. However, they are acceptable only on areading on which the
possession relation is ownership. In (55a), for instance, John’s cat cannot be
construed as the cat that John stepped on. (With additional context, perhaps,
this disambiguating effect can be defeated.) The point isthat possessivesare
good asdescriptionsof novel entitiesonly the extent that the nature of the pos-
session relation is made clear, either through lexicalization or through con-
ventionalized expectation. That is, the (a) examples work only to the extent
that our expectations make it reasonable for us to assume that we know what
the relationship between the possessor and the possession is without needing
further inquiry.

20 Theseexampleswereoriginally inspired by an exampleof Ellen Prince’s
involving a contrast between the conventional possessability of cars and
firetrucks.
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These examples are paralld to the disambiguating effects noted above
for lexical versusextrinsic possession. Thedifferenceisthat the contrast here
is not between lexical possession and extrinsic possession, but between ex-
trinsic possession with a conventionalized expectation and extrinsic posses-
sion without such expectations. In other words, the contrastsin (53) through
(55) are further out along the continuum of grammaticized possession.?!

Licensing discourse anaphora

So far we have been investigating when a possessive can introduce a novel
entity into the discourse. We can ask the same question with respect to the
possessor phrase rather than the possessive asawhole. Like indefinites, pos-
sessors can refer to anovel entity; arethey aso able, like indefinites, to nom-
inate their referent for inclusion in the discourse model? That is, can first-
mention possessors license discourse anaphora?

(56) a A manwakedin.
b. Hebegantosing.

(577 a A man’sdaughter walkedin.
b. Shebegantosing.
(58) A man’s daughter walked in.

o

#He began to sing.

On the standard story, the indefinite in (56) introduces a novel discourse
marker into the list of familiar objects; that is why the definite pronoun in
(56b) isgood. In (57), an indefinite possessive can serve the same purpose—
aslong asit isthe referent of the entire possessive that you want to refer to as
familiar (inthiscase, thedaughter). If youwant totry to refer to the possessor,
however, the indefinitein (58a) isinadequate for the purposes of establishing
afamiliar discourse referent, as shown by the oddness of (58b).

Note that ause of (58a) commitsthe speaker to the existence of both the
man and the daughter equally. Obviously, then, neither the use of an indefi-
nite nor commitment to existence is a sufficient condition to guarantee later
familiarity. It seems that the commitment to the existence of the possessor
in (58a) behaves like the existence entailments due to multivalent predicates
that have undergone suppression. Recall that a use of John's gift entails the
existence of arecipient, but this entailment does not license subsequent ref-
erence by adefinite: #John’'sgift wasterribly expensive, and shelikedit isno

21 See also section 4.3 for a discussion of the interaction of relational
nouns, conventionalized expectation, and the accommodation approach to
explaining the use of definites asfirst mentions.
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good in a neutral context even when the pronoun she is understood to be the
recipient of the gift.

It may be that atheory that makes a distinction between familiarity and
salience would be helpful here.

(59) a A man'sdaughter was waiting on the corner.
b. Hewasgoing to pick her up later.

The pronoun he can refer to the father more easily in this example than in
(58). It may be that the referents of indefinite possessors do indeed count as
familiar, but thereisan additional requirement on pronounsthat their referent
be sufficiently salient. In (59), themanisat least as salient asanyone el sethat
the daughter might be waiting for, so that the pronominal reference in (59b)
isfelicitous. Thiswould explain the deviance noted in (58), since thereisno
reason to suppose given (58a) that the man in question is even present in the
room, let alone the most likely person to burst into song.

To summarize this section, we have seen that possessives with definite
possessor phrases can serve either to introduce a novel participant into the
discourse model, or they can serveto describe an entity already familiar from
previous discourse. Furthermore, there is a contrast between lexical posses-
sives and extrinsic possessives, in that lexical possessives always succeed at
introducing a novel participant, but in order for a use of an extrinsic posses-
sive to be felicitous as a description of a novel participant, the contextually
determined extrinsic possession relation expressed by that possessive must
be sufficiently salient that the intended referent can be picked out without
any difficulty. In view of this systematic contrast, any adequate theory that
attemptsto predict which expressions are capable of introducing anovel par-
ticipant into the discourse must take the lexical/extrinsic opposition into ac-
count.

7. Fragment

This section summarizesthe analysis of non-quantificational possessivesmo-
tivated and defended in this chapter. Although there is nothing new here
which isimportant from an explanatory point of view, there is substantially
more detail concerning the technical implementation of the analysis.

My strategy for providing possessives with semantic interpretations is
fairly standard, and proceeds in four steps. First, each expression is asso-
ciated with one or more syntactic surface structures. Second, each surface
structure mapsinto one or morelogical forms. Third, each logical form gives
rise to one or more expressions in a higher-order logic. Finally, the logic re-
ceivesaformal semanticswith respect to a set-theoretic model. | will discuss
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each of these phasesin general termsbefore presenting the details of the frag-
ment.

I will rely on the phrase structure rules developed in chapter 1 for asur-
face structure for the non-quantificational possessives considered here. Re-
call that a possessive expression such as the men’s room has two structures,
one according to the spec-of-DP analysis, and one on which men's roomis
acompound. To alarge extent, the regularities in the compositional seman-
tics of lexical possessives explored in section 2.3 carry over to the semantics
of possessive compounds. For instance, even though there are idiosyncratic
qualities distinguishing a men’s room as a bathroom (compound reading),
from a room standing in an extrinsic possession relation to the kind named
by men (spec-of-DP, productive syntactic possessive reading), even on the
idiomatic reading there is a possession relation between men and the type of
room in question, namely, an extrinsic possession relation involving a prox-
imity metric that dependson exclusive control of aroom (exclusive, thatis, in
contrast to women) . However, these connections between noun-noun com-
pound readings and spec-of-DP readings will not be explored in detail here.
This chapter has concentrated exclusively on the spec-of-DP structure, since
it is the spec-of-DP structure that is of interest in the subsequent chapters,
which explore the interaction of possessives with quantification. Therefore
wewill consider only spec-of-DP surface structuresas provided by the phrase
structure given in chapter 1.5.

In genera, | assumethat thereisalevel of logical form potentialy dis-
tinct from surface structure. In chapter 31 will argue that the expressionsin-
volving quantificational possessives such as most peoples’ dogs crucially in-
volves alogical form distinct from surface structure. In chapter 2, however,
there is no pressing need for alogical form distinct from surface structure.
The fragment presented here, then, will operate as if the semantic interpre-
tation rules directly interpret the surface structures produced by the phrase
structure rules presented in chapter 1. However, since these rules given here
will be used in the interpretation of possessivesin later chapters, where the
distinction between surface structure and logical form is more important, |
will adopt the perspective that the semantic interpretation rulesin this chap-
ter trandate logical forms that accidentally happen to be identical to surface
structure.

Itispossiblein general that asinglelocal treewill correspondto two dis-
tinct interpretation rules. This would be appropriate if a single construction
systematically gave rise to two distinct interpretations. Thereis no evidence
that this possibility is needed to describe possessives. There are, however,
systematic ambiguities that correspond to a particular construction. For in-
stance, the prenominal possessive systematically gives rise to either lexical
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or extrinsic possession. However, in the system presented here, this corre-
spondsto alexical ambiguity in the zero determiner that governs prenominal
possessives.

The logic used in the interpretations is a higher-order intensional logic
expressed by means of the lambda calculus. It is higher-order because it in-
volvesabstraction over predicatesaswell asover individuals. Inaddition, the
language is partialy typed. More specifically, each interpretation rule spec-
ifies the valence of the subconstituents mentioned in the rule. The practical
importance of the restrictions on valence comesfrom the fact that some nom-
inals are ambiguous between tranglations of several valences. For instance,
by hypothesis, a nominal such as gift is ambiguous between a predicate on
one, two, or three arguments, depending on how many arguments have been
suppressed. In any given environment, only one sense of gift will be appro-
priate, depending on the number of its argumentswhich are explicitly associ-
ated with the denotations of its neighboring phrases. Thus the valence of the
trangdlation of the noun giftis 1, 2, and 3, respectively, in the gift, the gift from
Marie, and John’s gift to Marie. If the logical language were not typed, we
would have to worry about spurious readings arising from accidentally fail-
ing to suppressthe correct number of arguments. Thistechnical issuewill be
spelled out in more detail below.

Therewill be a distinction between the entailments at issue and presup-
positions. At-issue entailmentsare the entailmentsthat follow from the satis-
faction conditions due to the expression in question, and presuppositions are
the entailments which must be satisfied in order for an occurrence of the ex-
pression to be felicitousindependently of satisfaction conditionswith respect
toamodel. More specifically, the familiarity/novelty entailments of definites
and indefinites are presuppositions. As discussed in section 2.5, the unique-
ness entailments of definites and possessives will also be cast as presuppo-
sitions. | do not have anything new to say about the projection of presup-
position, so | will leave statement of the presuppositions as in section 2.6,
where they are interpreted as conditions of use associated with particular oc-
currencesof aconstruction. However, section 4.9 discussestheinterpretation
of the uniqueness/maximality presupposition in quantificational contexts.

One of themost important featuresof thefragment devel oped hereisthat
| will assumethat all descriptions, both definite and indefinite, aswell as pos-
sessive descriptions, denote predicates on individual srather than individuals.
Thus the man denotes the set of men (Ay[man(y)]) rather than some unique
entity that isaman (sy[man(y)]). Thisenablesauniform treatment of indefi-
nitesand possessives, so that aman also denotesthe set of men (Ay[man(y)]),
and apossessivelike John’sman denotesthe set of men that standin aposses-
sion relation with John (Ay[#(j, ¥) A man(y)]). Thusthe difference between
a definite and an indefinite will not be evident in their logical interpretation,
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but rather in the conditions under which an expressionisfelicitoudy usedina
particular discourse. Roughly, adefinitewill befelicitousonly inacontextin
whichit is predicated of an entity which isfamiliar from previous discourse,
and an indefinite will be felicitous only in acontext in which it is predicated
only of entitiesthat are novel in the discourse. As discussed in section 2.6, a
possessiveisableto describeanovel entity just in casethe possessiverelation
itself is definite. (See section 3.3 for more on context.)

The remainder of this chapter isorganized asfollows. First | present the
logical language used to give interpretations for the logical forms, giving its
syntax and its model-theoretic interpretation. Then | give anumber of exam-
plesillustrating the discussion in the first part of the chapter.

The logic

The syntax of the logic consists essentially of conjunctions of basic formulas
augmented by lambda abstraction.

There are arbitrarily many symbols in the language divided into a set
of constants and a set of variables. These symbolswill be taken to be atomic
from the point of view of thelogic, except that each symbol will have a super-
script taken from the nonnegative integers. These superscript numbers will
correspond to the valence of arelation; they will be used to force agreement
between the valence expected by alambda abstract and the valence of its ar-
gument. Superscripts will be suppressed when this should not lead to any
confusion. Symbols set in boldface represent constants (e.g., j and gift are
constants, but 2 and y are variables).

Basic formulas: if o™ isasymbol withn > 0 and ¢1, @2, ..., ¢, ae
any well-formed expressions in the language, then [a™(¢1, ¢2, ..., #,)]° is

a (basic) formula. (The superscript 0 indicates that basic formulas have va
lence O, that is, they denote truth values.) Note that the number of symbols
appearing inside the parentheses is equal to the valence of the relation sym-
bol ™. We say that ¢; istheith argument of a™. In practice, an argument of
abasic formulawill either be an entity-denoting symbol (either avariable or
a constant), aformula, or the sense of a predicate. In fact, an argument will
almost always be an entity-denoting expression. The exceptionsin this frag-
ment involve the treatment of quantificational possessives given in chapter
3, inwhich quantificational operators take formulas for their arguments, and
the treatment of the adjective favorite, which takes the sense of a predicate
for one of its arguments.

Lambdaabstraction: if o™ isavariableand [¢]™ isaformulaor alambda
abstract, then [A\a"[¢]™]™+! is alambda abstract. Note that the valence of
the abstract is one greater than the expression over which the abstraction is
performed. That is, lambda abstraction is a valence-increasing operation.
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Functional application: if o™ isasymbol and [¢]™ and [¢]™ are formu-
las or abstracts, then [[Aa™[¢]™]™+1 ([¢)]™)]™ is a well-formed expression.
Here the lambda abstract is the functor and the expression in parentheses is
the argument. Note that the valence of the argument matches the valence of
thedistinguished symbol a™; we shall seethat this syntactic matching iswhat
prevents an argument of a particular valence from combining with an inap-
propriate functor expression. The fact that the valence of the functor is one
greater than the valence of the larger expression simply says that giving an
argument to a functor decreases its valence by one. That is, functional ap-
plication is avalence-decreasing operation. Note also that formulas (and ab-
stracts), but not symbols, are allowed as arguments to alambda abstract.

Logica connectives: if [¢]° and [+]° are formulas then the conjunction
of two formulas [[¢]° A []°]° is also a formula. Other logical connectives
can be defined analogously, but we will only ever need logical conjunction.

Intensional expressions: if ¢ is an expression, then ["[¢]™]™ (the sense
of ¢) and [[¢]"]™ (the extension of ¢) are well-formed expressions.

The well-formed expressions in the language comprise all and only the
symbols and the complex expressions as described above.

The semantics for the logic provides set-theoretic denotations for the
well-formed expressions relative to amodel M and an assignment function
g. A model M isafour-tuple (E, +, W, F), where E is a join semilattice
having + asjoin operator, W isaset of possible worlds, and F' isthe lexical
meaning relation. An expression ¢ will have a semantic value only with re-
spect to amodel M, a choice of a particular possibleworld w € W (where
W isthe set of possible worldsincluded in M), and an assignment function
g- We will write [¢]™:%9 for the denotation of ¢ with respect to the model
M , the possibleworld w, and the assignment function g. Since the choice of
amodel and of areference world will hold constant during the evaluation of
most expressions, | will often suppress reference to them in the rules below.
For instance, | will write [¢]¢ for the denotation of ¢ with respect to the as-
signment function g when the choice of amodel and of a possible world are
understood.

The reason for requiring E to be ajoin semilatticeis to provide a rudi-
mentary structure for discussing the denotation of plurals. Singular terms
(typically) denote atoms in the lattice, and plura terms (typically) denote
proper sums, so that [John] = j, where j is an atom, and [John and Bill] =
j+ b, wherej +bisasumand j < j + b, where < isthe partial order cor-
responding to +. | will often write {j, b} instead of j + b. Thistreatment of
pluralsis standard since Link (1983).

Valuesfor expressionsin thelogic are built up from the set of entities £
and the set of truth values2 = {T, F'}. A formulais true (with respect to a
model, a possibleworld, and an assignment function) just in caseit evaluates
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to T, and false just in case it evaluates to F'. Symbols of valence 0 denote
entities, and complex expressions of vaence O (i.e., formulas) denote truth
values. Symbolswith valence greater than O denote relations of the appropri-
atevalence, so that asymbol o™ denotesthe characteristic function of aset of
n-tuples. In particular, thelexical meaning relation associates a constant with
a set of denotations of the appropriate valence, and assignment functions are
functions from variables to denotations of the appropriate valence. Thus if
a™ isaconstant, then [a™]¢ = F'(a™); otherwise, [a™]9 = g(a™).

Thereisaspecial symbol underscore’_’ used as a place holder for lexi-
cally suppressed arguments. The underscorefunctionsasif it wereavariable,
each occurrence of whichisdistinct fromall other variablesinthetranslation.
This technical device does not prevent an assignment function from assign-
ing the variabl es corresponding to two distinct occurrences of the underscore
symbol to the same entity, however, just as two deictic pronouns can some-
timesrefer to the same abject. For the purposes of this chapter, we can imag-
inereplacing each occurrenceof underscorewith auniquevariable of valence
0 before evaluating the denotation of the expression.??

Basic formulas are interpreted as the result of applying the function de-
noted by the symbol to the n-tuple consisting of the denotations of its argu-
ments. Thus basic formulas denote truth values: [o™(¢1,. .., ¢n)]¢ denotes
that truth value ¢ such that [a” ]9 (([¢1], - - ., [¢n]?)) = ¢

Lambda abstracts denote functions from the type of the distinguished
symbol to the type of the formula abstracted over. Thus the denotation of
Aa™¢™ isafunction from the set of n-tuples of denotations to the set of m-
tuples. In particular, [[Aa™¢™](™)]¢ = [¢™]¢ , where ¢’ isthat assignment
function just like g except as required by the fact that ¢'(a™) = [¢™]9. |
will take advantage of this equivalence below to simplify instances of func-
tional application by replacing themwith semantically equivalent expressions
inwhich the substitution of the denotation of the argument expression for that
of the distinguished symbol has been executed in the syntactic representation
of the expression. In other words, this equivalence licenses lambda conver-
sion.

22 Notethat thistreatment suggeststhat the variablethat servesasthetrans-
lation of a suppressed argument is free to be bound by a quantificational op-
erator. | will not explore this possibility here, except to note that it might ac-
count for sentenceslike Partee’s Every participant had to confront and defeat
an enemy, in which the suppressed argument of the relational noun enemy is
intuitively bound by the quantification, and in fact can beidentical to the par-
ticipant variable—that is, for each quantificational case, the participant and
the enemy that are relevant stand in the enemy relation to one another. See
Partee (1989).
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Intensional expressions dencte functionsfrom the set of possibleworlds
W into the set of extensional meanings. In particular, [*¢]™:*+9 isthat func-
tion f such that f(w') = [¢]™*"+9 for al w' € W. Inaddition, ["¢]M9
returnsthe result of applying theintensional function denoted by ¢ to the pos-
sible world supplied by the context. That is, [[¢]™>*9 = [[¢]**9](w).
Thus["g] w9 = [¢]M-*9, asusual.

Asfor logical conjunction, [¢ A ]9 istruejust in case [¢]¢ istrue and
[1]¢ istrue, and false otherwise.

By placing the burden of lambda conversion on manipulation of the as-
signment function, it is necessary for assignment functions to take variables
of valence greater than 0 asarguments. In particular, the extrinsic possession
relation 7 isaavariable of valence 2, and hence dependsfor its value on the
assignment function against which it is evaluated.

Mapping possessives into the logical language

The mapping from logical form into the logical languageis strictly composi-
tional, in that the transl ation of each constituent depends only on information
local to that constituent. More specifically, it dependsonly on the category of
the constituent and the transl ations of itsimmediate children. This composi-
tionality will be accomplished by associating interpretation ruleswith phrase
structure rules. Since logical form isidentical with surface structure for the
purposes of this chapter, this amounts to associating interpretation rules with
the phrase structure rules characterizing surface structure given in chapter 1.

Thefunction F' giving the interpretations of words and morphemes that
serve asterminal nodesin the logical form into (well-formed) expressionsin
thelogicis provided by thelexicon. Some representative transl ations appear
in (60).

giftfrom AzAzAy[oift(z,y, 2)]  giverfirst
giftio AzAzAy[gift(z,y, 2)] recipient first

Syntactic
formative Lexical interpretation
(60) a John ji°
b. Mary m?°
c. human Ay[human(y)]
d. childys Azy[child(z, y)]
e. child Ay[child(_, y)] parent suppressed
f. diftfrom of AzAy[gift(z,y, )] recipient suppressed
g. Jdiftyo AzAy[gift (L, y, 2)] giver suppressed
h. gift Ay[gift(-,y, )] non-core roles suppressed
i
j-
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(61) a the APY[PY]
b. a AP'[P']
c. Oiposs AR’[R?] lexical possession
d. Oposg AP'AzAy[r(z,y) A P'(y)] extrinsic possession

Note that some formatives, such as child and gift, have more than onelexical
trandation, i.e., they are lexically ambiguous. Furthermore, thelexical trans-
lationscan differinvalence, sothat thefirst senseof child in (60d) hasvalence
2, but the second sense in (60€) has valence 1, since the parent argument is
suppressed (recall that this suppression occursaspart of thelexical semantics,
and thus falls outside the scope of thisfragment). We shall see how different
lexical trandationslead to different interpretations for more complex phrases
bel ow.

Functional categories such as determiners also receive lexical tranda-
tionsinto the logic. The determinersthe and a have identical denotations; as
mentioned above, the difference between determiner phrases headed by the
and those headed by a is expressed as a differencein the conditions for felic-
itous use.

Thezero determiner that governsthe prenominal possessive hastwo lex-
ical meanings. In one sensegivenin (61c), it issimilar to the determinersthe
and a, inthat it istheidentity function onitsargument. The differenceisthat
this sense of the possessive determiner takes arguments of valence 2, not of
valence 1 (compare (61a) to (61c)).

The second sense of the possessive determiner given in (61d) isthe one
that shiftsits argument from a predicate of valence 1 to a predicate of valence
2. Itasointroducestheextrinsic possession relation . Inthefragment given
here, w isavariable, and not a constant. That is, the interpretation of the ex-
trinsic possession rel ation depends on the assignment function against which
it is evaluated, so that different occurrences of the extrinsic possession can
potentially receive different interpretations. Thisis an attempt to model the
way in which extrinsic possession depends on its context of use for itsvalue.
In amore elaborate fragment, it would presumably receive atreatment paral-
lel to other indexical expressions.

It remainsto give interpretation schematafor the relevant logical struc-
tures. More interpretation rules appear in chapters 3 and 4.
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Logical form construction Interpretation

(62) a. DP — DP[pOSS D’ [D']] ([[Dp[poss]]])

b. DP[posﬂ — DP Poss [DP]]

c. D - D NP [DI(INP])

d DP - D O]
(63) a NP - N IN]

b. N’ - N [N]

c. N - N PP [NT(TPP])

d PP - P DP [DF]

Determiner phrase rules appear in (62), and rulesfor translating some prepo-
sitional phrase nominal arguments appear in (63).23

In general, unit productions (i.e., the rules that correspond to local trees
with only one daughter: (62d), (63a), and (63b)) pass the trandlation of the
daughter on unmodified. Purely syntactic markers such as the possessive
phrase clitic in (62b) or the (governed) preposition in (63d) do not con-
tribute to the interpretation. The trand ations of the remaining constructions
all amount to functional application.

Examples

We are now ready to consider theinterpretation of phrases. Unfortunately, we
will have to postpone a discussion of clauses and even many types of deter-
miner phrase until the next two chapters. Thisisbecause | assumethat deter-
miner phrases fall into two classes with respect to their denotations: names
such as John denote entities, but descriptions, whether they are definite, in-
definite, or possessive, translate as monadic predicates. A phrase like the
man, for instance, denotesthe set of entities z such that z isaman (therewill
also beapresupposition that thereisonly one such relevant entity). The com-
position rulesare designed asif determiner phrasesin argument positionsand
in specifier positions (including prenominal possessives) uniformly denoted
entities. Thismeansthat John’schild will receiveagood interpretation, since
the determiner phrase in possessor position is a name and denotes an entity,

23 | have used the same denotation operator symbol [-] for referring to the
denotation of phrases of English (Jthe men] = the denotation of the men),
for the interpretation of expressionsin the logical language laid out imme-
diately above ([AzP(z)] = the denotation of the expression AzP(z)), and
now for the trandation of logical form structures into the logical language
(IDP] = the denotation of the logica form constituent dominated by the rel-
evant DP node). | hopethat the variety of uses of this metalinguistic operator
is less confusing than having a different convention for each of these map-
pings would have been.
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but the man's child is problematic in that the possessor is a description and
denotes a set rather than an entity. The general solution to this problem will
be developed in chapter 3. There, Quantifier Raising will raise all descrip-
tions, leaving behind an entity-denoting variable suitable for the trandlation
rules given above. In the meantime, we will make do with using only names
in possessor position. Thisisnot such ahandicap, however, since most of the
analysis developed in this chapter is essentially a theory of the semantics of
possessive D’ expressions. 24

We will begin by presenting the examples given abovein (4) and (13) in
some more detail .
(64) a John'schild

b.
DP

DPposg D'

DP Poss D NP

| I
John 'S (D[poﬁ N’
|

N
|
child
[John’s child]

[[9rposs ] ([child)] ([John’s])
[[AR?[R?])} (AzAy[child(z, y)])](j) ~ senses(61c), (60d)

Ay[child(j, y)]
e. ‘thesetof dl entitiesy such that y isthe child of John’

(65)

oo oo

Referring to the surface structure/logical form in (64b), the interpretation of
John'’s child proceedsin (65) as follows: the interpretation rules for logical
form provide the (simplified) compositional structure in (65b); substituting
the lexical trandations (with the choices for ambiguous items as indicated)

24 Often isis desirable from a metatheoretical point of view for all deter-
miner phrasesto have the same semantic type of denotation, including names,
descriptions and quantificational nominals. (Usually the problem is finding
a common denotation space for descriptions and quantificational nominals.)
Homogeneity of denotation could easily be achieved here by raising the type
of proper names from entity-denoting expressions to set-denoting expres-
sions, so that [John] = Ay[John(y)].
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gives (65¢); and lambda-conversion gives the simpler equivalent expression
in (65d). As promised, possessives are descriptions that translate as predi-
cates of valence 1. A paraphrase of the reading is given in (65€). Thus (65)
gives the kinship reading of John’s child.
If we choose the other lexical interpretation for child, we get the day-
care reading, the extrinsic possession reading.
(66) a [John'schild]
b. [[?poss]([child])]([John’s])
c. [AP Azy[m(z,y) A P (y)]](Ay[child(-, »)])]() (61d), (60e)
d. Ay[r(j,y) Achild(_,y)]
e. ‘theset of all entitiesy such that John possessesy
and y isthe child of somebody’

Note that in (66) we not only selected a different lexical sense for child, we
chose the other sense for the possessive determiner aswell. What would hap-
pen if we chose one of the other two possible combinations of senses?

(67) a [[ARZ[R?]](Ay[child(-, y)])]() (61c, 60e)
b. [[AP*AzAy[m(z,y) A P (y)]|(AzAy[child(z,y)])]() (61d, 60d)

In each case the valence of the deepest logical argument does not match the
valence of the distinguished symbol of therelevant lambdaabstract. In (67a),
for instance, the valence of the deepest argument is 1, since Ay[child(_, y)] is
formed from aformula of valence 0 by a single instance of lambda abstrac-
tion. Therelevant symbol is k2, which has valence 2. The subexpressions of
(67b) are similarly mismatched.

According to the syntactic rules of our logical language, the expressions
in (67) are not well-formed. | assume that the choice of lexical interpreta-
tion is free, so that only some interpretations arrived at by faithful applica-
tion of the composition rules are well-formed. The rest (such as those in
(67)) must be discarded. It would have been possible to allow (67) as log-
ically well-formed, and then to fail to provide interpretations for such mis-
matches. | would also have been possibleto provide amore elaborate logical
form in which some sort of syntactic feature matching guarantees a coordi-
nated choice of lexical interpretations, in order to avoid producing ill-formed
logical expressions. | do not have a strong preference among these alterna-
tives, but it does seem to methat the one devel oped here providesareasonable
balance between simplicity and clarity.2?

25 By thesametoken, thereisnothing that | have said so far that would pre-
vent a structure just like that in (64b) except that the matrix DP is expanded
without a possessor phrase. Then the DP [@[posq child] would trandate as
atwo-place predicate, namely, Az Ay[child(z,y)]. Thisis harmless, since a
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Some further examples appear in (68) through (72).

(68) a John'shuman Ay[x(j,y) A human(y)]
b. extrinsic reading

(69) a John'sgift Ay[gift(j, v, )] sense (60f)
b. Johnasgiver

(70) a  John'sgift Ay[gift(-,y,])] sense (6009)
b.  Johnasrecipient

(71) a John'sgift My[n(j,y) Agift(L,y,-)] sense(60h)
b. extrinsic reading

(72) a thehuman Az[human(z)]
b. thechild Ay[child(_,y)] sense(60e)

These examples give al of the well-formed interpretations for the phrases
shown according tothisfragment. In particular, notethat the samesort of type
matching we saw above in (65) and (66) guarantees that the non-possessive
examplein (72b) can only make use of the sense of child in which the parent
role has been suppressed.

(73) a John'sgift fromMarie  Ay[gift(m,y,])] sense (60i)
b. John’'sgift to Marie Ay[gift(j,y,m)]  sense (60j)

The examples in (73) show how postnominal arguments can adjust the va-
lence of a nominal so as to be appropriate for forming a lexical possessive.
The senses of gift usedin (73) aretriadic, but after combination with aprepo-
sitional phrase, one argument has been absorbed, reducing the valence to 2,
asrequired.

(74 a thegiftfromJohn Ay[oift(j,y,-)] sense (60f)
b. thegiftto John Ayloift(-,y,j)] sense(60g)

Theexamplesin (74) show theway inwhich postnominal argumentsdecrease
the valence of thelexical noun denotationindependent of any possessive con-
struction.
(75) a thegift of John Ay[gift(j,y, -)] (60f)

b. *the human of John  [the] ([Ay[human(y)]]())

predicate of valence 2 will not be ableto participatein larger expressionsdue
to valence mismatches. This situation would not even arise on a more de-
tailed syntactic analysis on which we were able to express the fact that the
possessive determiner (Z)[posg never occurs except in the presence of a pos-

sessor phrase.



102 / POSSESSIVE DESCRIPTIONS

Theexamplein (75a) shows how postnominal of phrasesaretreated just like
any other syntactic argument, predicting that they will have lexical posses-
sive interpretations but not extrinsic interpretations. In addition, nouns that
denote only monadic predicates, such as human, are not able to take a post-
nominal possessive, as shown in (75b). The reason (75b) isruled out is that
the denotation of the requires a predicate of valence 1, but the formulagiven
asitsargument in (75b) has valence 0.

(76) a John'sgift fromMarie Ay[x(j,y) A gift(m,y, )]  (60f)
b. John'sgift to Marie My[n(j,y) A gift(_,y,m)]  (609)

The fragment also predicts the availability of extrinsic readings for these
phrases, as shown in (76). For these readings, dyadic senses of gift combine
with one postnominal argument and the extrinsic possession sense of the pos-
sessive determiner. Thesereadingsare moredifficult to get, but they do exist.

Notice that | have been careful to arrange things so that the denotation
of the object of the preposition to will always correspond to the third argu-
ment of gift, the recipient argument. Similarly, the object of the preposition
from always matches up with the giver argument. | have crudely indicated
how this could be worked out in the syntax by annotating the various senses
of child and gift with subscripted prepositions. These annotations should be
interpreted as specifying that if the verb sense in question combines with a
prepositional phrase, then that PP must be headed by the indicated preposi-
tion (or one of the prepositions, in the case of (60f)). Thusfor the sense of gift
givenin (60f) in which thefirst argument isinterpreted as the giver, the noun
can combine with a prepositional phrase only if that prepositional phraseis
headed by fromor by of, asillustrated in (76a).

| will end this section with a brief comment on the uniqueness presup-
position discussed in section 2.5. On this fragment, possessives trandlate as
descriptions, that is, predicates of valence 1. Such predicates can be true of
more than one entity. For instance, [John’s children] = Ay[child(j, y)] can
be true of any collection taken from John's children. If John’s children are
Doug and Simona, then [John’s children] istrue of the entitiesd, s, and their
sum, d + s. But since possessives are felicitously used only of the maximal
entity in their extension, [John’s children] is felicitously used only as a de-
scription of thesum d + s.

Similarly, John’s child used in this situation would also be predicted to
refer only to d+ s asfar asthe descriptive content of the possessive construc-
tionisconcerned. Such auseisruled out by thefact that the singular marking
on child presupposes that the described entity isan atom, so that John’s child
isinfelicitous in a situation in which there is more than one salient child of
John's.
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Thus on the formal analysis presented here, names denote entities, and
possessives uniformly denote sets of entities. We shall seein the next chapter
how to interpret possessiveswith adescription for a possessor phrase (instead
of simpleexamplesinwhich the possessor isaname, asintheexamplesinthis
chapter); and in chapter 4, wewill seehow to interpret possessivescontaining
guantificational possessor phrases.
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3

L ogical Form for Quantificational Possessives

0. Introduction

One of the most mysterious features of the semantics of possessives is the
way in which the properties of the possessor project to control the properties
of the host determiner phrase. For instance, ability to appear in an existential
there construction depends on the properties of the possessor phrase.

(1) a Thereisamaninthe garden.
b. *Thereisthe manin the garden.

(20 a Thereisaman'sdogin the garden.
b. *Thereisthe man’'sdog in the garden.

Determiner phrases headed by the are unacceptablein an existential construc-
tion, as shown by (1). The choice of determiner continues to determine ac-
ceptability in (2) even when it is embedded in a possessor phrase. Thisis de-
spite the fact demonstrated in chapter 2.6 that possessives such as the man's
dog are capable of describing a novel entity, just as if it were an indefinite
description. Note that | am assuming here that the so-called definiteness ef-
fect depends at least partially on the semantic properties of the post-copula
determiner phrase.

For a second example of the way that the semantic properties of a pos-
sessor control the semantic properties of the host possessive, note that quan-
tificational determiners can stand in a binding relation with a pronoun even
when the determiner in question is embedded inside of a possessor phrase.

(3) Every woman'sfather loves her.

Here the quantifier denoted by every binds the variable denoted by her even
though every isembedded within the possessor phrase, and therefore doesnot
command the pronoun in surface structure.!

In chapter 2, we saw that the possessee phrase was the most crucial ele-
ment in determining the descriptive content of apossessive. In general, how-
ever, the most important factor in determining the semantic properties of the

1 Recall from the introduction that a node z commands anodey in atree
structure (roughly) just in case the mother of 2 dominatesy.
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entire possessive phrase apart from its descriptive content is the identity of
the most deeply embedded determiner.

Thegoal of thischapter isto develop alogical form for expressions con-
taining possessives which reflects the way in which an embedded determiner
projects its semantic influence far beyond its surface structure position. This
will beaccomplished primarily through arule of quantifier raising, whichwill
raise embedded possessor phrases so that they have logical scope over their
surface structure host determiner phrases.

In other words, the logical structure of a possessive will potentially be
substantially different fromits surface structure. For instance, hereisthelog-
ical form | proposefor (3).

(4)
S

every DP,
DP, DP

o N

A DPposg D' V.  DP
| |

D NP A

| | DP, Poss D NP

~- N

]
| 's frposg N’
N
| N
woman |
father

Note that in addition to raising both of the possessive phrases, the quantifi-
cational determiner has been raised to a position in which it has the entire
quantificational clause in its scope.

Since chapter 4 will investigatetheinterpretati on of possessivesin quan-
tificational contexts, | will concentrate here primarily on the behavior of
quantificational determiners when they are embedded in possessor phrases.
Unfortunately, | will have nothing further to say about the projection of the
definiteness effect in the existential construction, though | have every reason
to believe that the analysis of quantification developed in chapters 3 and 4
will be consistent with an adequate theory of the definiteness effect.
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One of the conclusions of this chapter, then, will be that it isinsightful
to have a level of logical form distinct from surface structure. There are at
least three main sorts of arguments in favor of alogical form distinct from
surfacestructurethat will be mentioned in thisintroductory section. First, and
most importantly, the logical scope of quantifiersin general does not always
match up with the surface structure position of the element that givesrise to
the quantificational operator. The examplein (5), for instance, involves the
guantificational adverb usually.

(5 a If amanownsadonkey, he usually beatsit.
b. usualy(if aman owns adonkey)(he beats it)

In (5), the quantifier denoted by the adverb usually hasinfluence over thein-
terpretation of the entire sentence, despite the fact that syntactically it isem-
bedded as a verb phrase adjunct in the second clause. That is, the interpreta-
tion of (5a) must be as sketched in (5b), in which usually has scope over both
the conditional clause and the consequent clause.

We shall see that quantifiers denoted by determiners embedded in pos-
sessive specifiers shows a similar mismatch between their surface structure
position and their logical scope.

(6) a [[Most professors’] wives] believe that he loves them.
b. most(professors wives)(believe that he loves them)

Despite the fact that most is embedded inside the possessor phrase in subject
position, it hasthelogical structure shownin (6b) (compare (6b) to the struc-
turein (4)).

The main goal of this chapter, then, is to describe the relationship be-
tween aquantificational determiner embedded in apossessive and the domain
over which the quantifier denoted by that determiner has logical scope.

So once we have decided to raise quantificational possessives out of
specifier position, the question becomes one of deciding where exactly it will
moveto. Thatis, what isthe scope of aquantificational determiner embedded
inapossessive? | will givetwo argumentsthat the correct scope corresponds
to themaximal host nominal. The argments come from donkey anaphoraand
thelicensing of negative polarity items. These arguments support the conclu-
sion reached by May (1985), namely, that quantificational possessor phrases
raiseto adjoin to their (maximal) host DP rather than to adjointo S.

The second sort of argument in favor of alogical form comes from the
fact that it is convenient for technical and conceptual reasonsto avoid inter-
preting quantificational nominals in argument position. Instead, quantifica-
tional nominalsraise up in logical formin order to take scope over a clausal
constituent, leaving behind a variable. If, for instance, the quantificational
determiner phrase occurs as the direct object of atransitive verb in surface
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structure, this means that in logical form, the transitive verb takes an entity-
denoting variable asitsargument. Thisallowsverb meaningsto be expressed
asrelations over entities. This treatment differs from the standard M ontago-
vian approach (e.g., Montague (1970)), whereintensional verbscrucially take
the sense of a generalized quantifier as an argument.

Thusonemotivationfor araisingruleisto createalogical forminwhich
predicatestake entitiesfor their arguments. | show that this motivation holds
for possessive contexts as well, since it is not possible to interpret correctly
a prenominal possessive in which the specifier denotes a generalized quan-
tifier. Instead, we are much better off raising the quantification nominal out
of specifier position so that the specifier contains avariable in logical form.
That way the problem of interpreting the possessive construction reduces to
the situation for which we devel oped the interpretation scheme in chapter 2,
which dealt with possessives with entity-denoting possessors.

Thethird sort of argument in favor of logical form, and perhapsthe most
familiar, comes from the desire to model quantifier scopeinteractions. Rela-
tive scope ambiguity will not be part of the main development of this disser-
tation.

It is possible to provide a coherent account of the truth conditions of
quantificational possessives interpreting the surface structure directly; but |
do not see how to doitinaway that isat all appealing. Some of the technical
difficulties involved in in-situ interpretation of quantificational possessives
are discussed in chapter 4, especially section 4.4.

Although I will not discuss the definiteness effect mentioned above for
existential constructions, a second important theme of this chapter and of
the dissertation is the status of possessives with respect to the more gen-
era distinction between definiteness and indefiniteness. We saw in chapter 2
that possessives have presuppositionslike a definite, but discourse properties
more like an indefinite. In this chapter we will see that possessive phrases
have properties similar to indefinites with respect to donkey anaphora and
negative polarity licensing. In order to truly be able to compare possessives
with indefinites we must have a semantics in which all three sorts of objects
aretreated in asimilar fashion. Thedetails of the interpretation of quantifica-
tional operatorswill not be discussed until chapter 4. However, this chapter
can still compare the behavior of possessives with proper indefiniteswith re-
spect to the syntactic distribution of donkey anaphora and negative polarity
licensing.

A secondary goal of this chapter is to introduce the donkey anaphora
problem for possessives, the resolution of which will be the central issue of
chapter 4. In this chapter, evidence from donkey anaphora will provide evi-
dencein favor of the logical form proposed. Additional evidence will come
from the licensing of negative polarity items such as any or ever, which also
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depends (in part) on the logical scope of quantificational operators. The im-
portance of the donkey anaphora problem for possessivesisthat once we de-
cideto treat possessives as equivalent to donkey anaphors, choosing an inter-
pretation for possessives becomes tantamount to deciding on an approach to
donkey anaphora. In particular, we must make sure that our analysis of quan-
tificational possessives does not fall prey to the proportion problem. These
issues will be discussed extensively in chapter 4.

The previous chapter presented a simple compositional logic for repre-
senting the interpretation of possessives. The next chapter will extend the
logic to treat quantificational possessives. The current chapter, then, is a
bridge between the two. In chapter 2, the interpretation of possessivesinter-
preted surface structure. More precisely, we assumed that the logical forms
of the exampl es under investigation were coincidentally identical to their sur-
face structure. For quantificational possessives, thisassumption isnot appro-
priate. Thischapter, then, will proposealogical formfor quantificational pos-
sessives distinct from their surface structure. The logical form proposed will
then serve asthe input to the interpretation procedure devel oped in chapter 4.

1. Donkey Anaphora

Donkey anaphora occurs when an indefinite controlled by a quantifier seems
to bind a pronoun that it does not command.?

(7) Every woman who owns a donkey beatsit.

On the most natural reading of (7), for instance, there is donkey anaphora
involving the indefinite a donkey and the pronoun it: for every choice of a
woman, there is apotentially different donkey that she beats.

Itiscrucia for distinguishing donkey anaphora from normal anaphora
that the indefinite fails to command the pronoun. Otherwise, the binding
would be perfectly normal quantificational binding asin (8).

(8 a Every New Yorker believesthat heis suave.
b. Every woman gave adonkey a blanket to keep it warm.

Notethat thereis quantificational binding in (8a) linking the choice of arefer-
ent for heto the choice of aparticular New Yorker. Onthetraditional account,
the pronoun denotes a variable which is bound by the quantifier denoted by
every. If the antecedent commandsthe pronoun, asin (8b) (thedirect object a
donkey commandsthe purpose clauseincluding the pronounit), then presum-
ably there is nothing to prevent the alleged donkey antecedent from binding
the pronoun through a normal binding relation.

2 Thisisaparticularly liberal definition of donkey anaphora.
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Actualy, the relationship between donkey anaphora and traditional
quantificational binding is more complicated. Although it is clear that tradi-
tional quantificational binding will not generalize to donkey anaphora (since
traditional binding requires that the antecedent command the pronoun), most
analyses of donkey anaphorawill automatically account for traditional bind-
ing. In fact, on Heim’'s (1982) analysis, the relationship between a donkey
and it in (8b) can only be established through the mediation of a quantifica-
tional operator, since for her, descriptions such as a donkey do not have any
quantificational force of their own.

The other position to take, of course, is that traditional binding, when
properly implemented, automatically extends to cases of donkey anaphora.
On this view, there need not be a command requirement between a binder
and itsanaphor. On certain proposals(e.g., Barwise (1986), Groenendijk and
Stokhof (1991)), an indefinite like a donkey can denote an existential quanti-
fier which can “bind” a pronoun that it does not command, even across sen-
tences. The fragment developed in chapter 4 will be more like the Heimian
(1982) alternative, in that the binding of al pronouns will be accomplished
through unsel ective binding.

In any case, there is a correlation between the logical scope of a quan-
tifier and the distribution of donkey anaphora. The correlation worksin both
directions: certain quantificational operators alow for donkey anaphora be-
tween elementsin their logical scope, and certain configurations of quantifi-
cational operators prevent the formation of donkey anaphoric links. For in-
stance, there cannot be adonkey anaphorarelation between adonkey anaphor
and its antecedent that crossesthe logical scope of every.

(90 Every manwho believesthat
[every time awoman owns a donkey, she beats it]
wantsto feed it carrots.

The indefinite a donkey is within the logical scope of the quantifier corre-
sponding to the adverbial expression every time, and it cannot serve asadon-
key antecedent for the second occurrence of the pronoun it. Thus the logical
scope of every time is adonkey anaphoraisiand.?

I will demonstrate the correlation between logical scope of a quan-
tificational element and the availability of donkey anaphora first for non-
possessive examples, and then for possessive examples. There will be two

3 However, note that Roberts (1987) describes systematic cases involv-
ing quantificational subordination and modal subordination in which a non-
quantificational anaphoric link crosses what would normally be a donkey
anaphoraisland boundary.
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general conclusions: first, that quantificational determinersembedded in pos-
sessor phrases have scope over abroader domain than their surface structure
command domain; and second, that possessee phrasesresembleindefinitesin
their ability to serve as donkey antecedents. The next section will provide a
very similar set of argumentswith respect to the licensing of negative polarity
licensing.

First, someworking vocabulary. Donkey anaphorainvolvesinteractions
among threemainingredients. Consider again Every woman who ownsa don-
key beats it (example (7)). There are indefinite phrases, such as a donkey,
which | will call donkey antecedents; there are the pronounswhose reference
depends on a donkey antecedent, such as the pronoun it, that is, the donkey
pronouns; and there are the quantificational operators, such asevery, that play
apart in determining the rel ationship between the donkey antecedentsand the
donkey pronouns.

It will help in understanding the donkey anaphora data to sketch the se-
mantic analysis to be given in chapter 4. Following Heim (1982), | assume
that donkey indefinites (and all indefinites) trandate as open formulas con-
taining afreeoccurrence of avariable; the donkey pronoun, likeall pronouns,
denotes avariable, potentially coindexed with other variablesin the scope of
a quantifier; and certain quantificational operators can take scope over and
bind any number of free variables. The donkey indefinite only seemsto bind
the donkey pronoun, when actually it is the quantificational operator that si-
multaneously binds them both.

(10) a Every [womanwho owns adonkey] [beatsit].
b.

S
every DP, S
d /\
D NP A

| V.  DP

woman who ownsadonkey,  beats it,

In this sort of analysis, the quantifier denoted by every quantifies over cases,
where each case specifies a value for the woman variable as well as for the
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variable shared by the donkey description and the pronoun. Since the quan-
tifier denoted by every commands both the description of the donkey as well
as the pronoun, it can bind both occurrences of the variable z in the resulting
logical trand ation.

We will actually need to be more precise concerning the constituency
of the logical form in (10b). Note that every has two siblings correspond-
ing to the bracketed phrases in (10a). In the terminology of Heim (1982),
guantifiers take two logical arguments called the RESTRICTION and the
NUCLEAR SCOPE. Therestriction (partially) characterizesthe set of relevant
cases, and the nuclear scope divides the set of casesinto two parts based on
some discriminating property. In (10), the restriction requires that any rele-
vant case must involve awoman and adonkey such that the woman ownsthe
donkey, and the nuclear scope distinguishes among those cases on the basis
of which women/donkey pairs are such that the woman beats the donkey. |
will refer to the combination of the restriction and the nuclear scope of an op-
erator asitsLOGICAL SCOPE. Thelogical scopeof an operator, then, consists
of al and only the material that the operator commands at the level of logical
form.

Obvioudly, in order to be adonkey pronoun, you must be in the scope of
the quantifier that controlsthe quantification. Thereforethe existence of don-
key anaphora (or any kind of quantificational binding) will give anindication
of the domain over which the quantifier in question has logical scope.

| will also assumethat in order to be acandidatefor adonkey antecedent,
avariable must be introduced by a description in the restriction of a quantifi-
cational operator. Thusif we have an instance of donkey anaphora, we can
deducethat the donkey antecedent must be apart of therestriction of the quan-
tifier in question. The donkey anaphoratest will play a crucial role below in
determining the extent of the restriction of quantifiers that arise from quan-
tificational determiners embedded in possessives.

The donkey data

We now consider the question of how possessives participate in donkey
anaphora.

(11) Every woman'sdonkey believesthat shelikesit.

We can tell that the denotation of every hasthe possessee phrase donkey in its
restriction because thereisareading of the pronoun it onwhichit isbound by

4 Actually, in the fragment developed in chapter 4, cases are sets of as-
signment functions, so it is the choice of a particular instance of a case that
fixes the value of the variablesin question.
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the description of the donkey. That is, the referent of the pronoun is poten-
tialy different for every case involving a different women and her donkey.
Thisis not, strictly speaking, donkey anaphora, since the antecedent (don-
key) commands the pronoun, but it does suggest that the quantificational de-
terminer embedded in the possessive must somehow be able to encompass
the possessee phrasein its restriction.

(12) Every woman'sdonkey’sveterinarian believes that shelikesiit.

To seethat the possessee phrase of aquantificational possessive canalso serve
as adonkey antecedent, note that (12) has a reading on which the pronoun it
refers to adonkey, and on which its referent co-varies along with the choice
of awoman. The point of (12) is that the entire possessive every woman's
donkey isitself embedded as a possessor phrasein order to guaranteethat the
possessee description does not command the pronoun.

So the evidence from donkey anaphora presented so far argues that the
logical extent of the embedded quantificational determiner extends at least at
far asthe sentence over which that quantifier has scope. Furthermore, we can
guess that the restriction of the quantifier extends at least as far asthe end of
the chain of host nominalsthat it is embedded in. More evidence concerning
the exact domain of the restriction will appear in the next section.

We will now turn to evidence that the effects noticed above do not ex-
tend beyond the end of the clause over which the quantifier has scope. This
will be accomplished by considering quantificational possessives embedded
inlarger structures, aswell asthe possibility of donkey anaphorain discourse
continuations.

It turns out that indefinitesin the scope of some quantifiers cannot serve
as donkey antecedents for donkey pronouns outside the scope of that quanti-
fier. The contrast in (13) shows that every denotes such a quantifier.

(13) a  Usudly, if arich man owns adonkey, it getsfat.
b. Usually, if every rich man owns a donkey, it getsfat.

Theindefinitea donkey in (13a) can serve as adonkey antecedent for the pro-
noun it in the consequent clause. That is, thereisareading of (13a) on which
it entails that for each donkey owned by arich man, that donkey getsfat. In
other words, the choice of an entity asserted to bein the extension of the pred-
icate denoted by get fat varieswith the choice of the rich man. In (13b), how-
ever, the donkey anaphora does not work. The only reading availableis one
whereit isdeictic and refers to some fixed entity (perhaps a donkey, perhaps
not). Assuming that every has scope only over the condition clause (its clos-
est dominating clause), then the pronoun in the consequent is not inside its
scope.
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(14)
S
usually S
% it gets fat
every
if __richman owns a donkey

So the logical scope of every is an island for donkey anaphora: there can-
not be donkey anaphorabetween an indefinite inside the scope of every and a
pronoun outside the scope. Thismeansthat inthe diagramin (14), there can-
not be a donkey anaphora relation between the pronoun it and the indefinite
adonkey. In general, quantifiersallow for donkey anaphoraonly within their
scope.

The same idand effect occurs with quantificational possessives.

(150 a Usually, if every man likes his donkey, it gets fat.
b. Usually, if every man'sdonkey eatsalot, it getsfat.

There are no readings involving donkey anaphorain (15a), despite the ease
with such areading can beimagined. When the possessive occursin thelog-
ical scope of every, asin (15b), it cannot serve as the donkey antecedent for
a pronoun outside the scope of every.

The same generalization that quantifiers create donkey anaphoraisiands
governs anaphora across sentences.

(16) a Everyrich man likesadonkey. It getsfat.
b. Every man'sdonkey is happy. It getsfat.

The examplesin (16) show that neither indefinites nor possessivesinside the
scope of every can serve as antecedents for pronouns in a continuation in a
discourse.®

Whether or not there exist quantifiers that do not create bound anaphora
islands depends on what counts as a quantifier. On the dynamic logic the-
ory advocated by Groenendijk and Stokhof (1991), for example, the indef-
inite determiner a has quantificational force, yet the indefinite can serve as
an antecedent for an anaphor outside the logical scope of the indefinite de-
terminer. In the terminology of Groenendijk and Stokhof, the quantifiersthat
create anaphoraislands are dynamically closed. On the system developed in

5 Once again, there is an irrelevant deictic reading for the pronoun on
which it can refer to asingle donkey that is owned by every man.
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this dissertation, however, the indefinite determiner does not have any quan-
tificational force. In fact, on the system developed here, all quantifiers are
dynamically closed, that is, there can never be abound anaphorarelation be-
tween a description that is bound by a quantifier and a pronoun that occurs
outside the logical scope of that quantifier (modulo modal subordination).

Restriction versus nuclear scope

Now wewill introduce theissue of how thelogical scope of aquantificational
possessive is split up into arestriction and a nuclear scope.

Asmentioned above, | assumethat donkey antecedentsoccur only inthe
restriction of a quantifier. For instance, in Every women who owns a donkey
beats it, the restriction of the quantifier corresponds to the surface structure
complement of the quantificational determiner, that is, to women who owns
a donkey, which contains the donkey antecedent. In the corresponding pos-
sessive example Every woman’s donkey believesthat she likes it, the donkey
antecedent is either the possessor description or (one of) the possessee de-
scriptions. This suggests that the entire possessive phrase is part of the re-
striction of the quantifier, and therefore (presumably) not a part of its nuclear
scope.

Compelling evidence that the restriction of aquantificational possessive
contains at most its host determiner phrase is difficult to come by based on
donkey anaphora possibilities alone. Better evidence in support of this hy-
pothesis comes from the behavior of possessiveswith respect to negative po-
larity licensing, as discussed in the following section.

2. Negative Polarity Licensing

Theevidence presented in the preceding section suggests that quantificational
determinersembedded in possessivesmust rai se up to have scope at | east over
the most closely dominating clausal constituent. This section will offer ev-
idence in the same direction. Furthermore, evidence from contrasts in the
acceptability of donkey anaphora also shows that possessives are in the re-
striction of a quantificational determiner, and not in its nuclear scope. This
section offers more detailed evidence from the licensing of negative polarity
itemsthat arrives at the same conclusion.

Negative polarity licensing and downward entailments

Ladusaw (1979) shows that negative polarity items such as any and ever are
acceptable only when they appear in the scope of adownward-entailing oper-
ator. Anoperator isdownward-entailing (decreasing monotonic) with respect
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to an argument when satisfaction for one property entails satisfaction for all
more specific properties.

(17) a Nocatsfly.
b. Nocatsfly swiftly.

(18) a Mostsguirrelsfly.
b. Most squirrelsfly swiftly.

Since the set of creaturesthat fly swiftly is necessarily a proper subset of the
set of creaturesthat fly, the predicate fly swiftly is more specific than the pred-
icate fly, where a predicate P is more specific than a predicate () just in case
it is necessarily true that the extension of P is contained in the extension of
Q. Thatis, if something flys swiftly, it is necessarily truethat that entity flies.
This shows that the quantifier denoted by no is downward entailing with re-
spect toits second argument, since (17a) entails (17b). Thequantifier denoted
by most, in contrast, isnot downward entailing, however, since (18a) doesnot
entail (18b). Infact, most isupward entailing (monotonic increasing) with re-
spect to its second argument, since (18b) does entail (18a).

The prototypical downward-entailing operator is sentence negation, of
course. Assuch, sentence negation isalwaysapotential licenser for negative
polarity items, asin | didn't ever steal any candy when | wasyoung. But since
weareinterestedinthelogical structureof determiner phrases, wewill restrict
our attention to nominal operators, or more specifically, to quantifiers from
guantificational determiners.

The prediction, then, isthat negative polarity items can appear in the nu-
clear scope of no, but not in the nuclear scope of most, and thisisindeed the
case.

(199 a Nocat ever has any reason to complain.
b. *Most cats ever have any reason to complain.

The negative polarity items ever and any in (19a) are acceptable when they
appear in the nuclear scope of no, but not when they appear in the nuclear
scope of most.

The entailment properties of the quantificational determiners, then, will
allow usto predict where to expect a negative polarity item.

(20 Quantifier Restriction  Nuclear Scope
a some upward upward
b. notevery upward downward
c. every downward  upward
d no downward  downward
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See Barwise and Cooper (1981) for amore detailed justification of this clas-
sification.?

Here are some non-possessive sentences bearing out the predictionsem-
bodiedinthechart in (20). Each sentence attemptsto introduce anegative po-
larity item in either the restriction (the () sentences) or in the nuclear scope
(the (b) sentences). In each case the restriction and the nuclear scope have
been marked with brackets.

(21) a *[Some child with any sense] [stole some candy].
*[Some child] [ever stole any candy].

o

(22 *[Not every child with any sense] [stole some candy].

[Not every child] [ever stole any candy].

o

(23 [Every child with any sense] [stole some candy].

*[Every child] [ever stole any candy].

o

(249 [Most children with any sense] [steal candy].

*[Most children] [ever stole any candy].

o

(25) a [Nochild with any sense] [stole some candy].
[No child] [ever stole any candy].

o

| have used sentences expressing a habitual meaning since, to my ear, nega-
tive polarity itemsin sentences with nominal quantification sound best when
they help characterize ahabitual situation. Thisreflectsthe fact that the strat-
egy behind the experiment we are engaged in requires giving negative polar-
ity itemstheir best chance at acceptability, up to the choice of anominal quan-
tifier. As expected, the pattern of acceptability is as predicted by the chart
in (20), with negative polarity items happily occurring only in downward-
entailing contexts.

Unfortunately, (24a) is an exception to this generalization. The quanti-
fier most is not downward entailing with respect to its first argument, since

6 Notethat | have included the expression not every in the chart in (20). |
do not mean to suggest that not every correspondsto abasic logical quantifier.
Presumably thelogical characteristicsof expressionscontaining not every are
predictable from the properties of every in combination with the influence of
the nominal negation, so that not everyisnot asemantically simplex construc-
tion. | do claim, however, that whatever the correct analysis of such construc-
tions, expressionsin not every will be consistent with the conclusionsreached
inthissection. In anticipation of the correct analysis, | include not every here
for the sake of completing the square of opposition. The evidence below is
compelling enough even ignoring the examples involving not every.



118 / POSSESSIVE DESCRIPTIONS

most people are women does not entail most men are women, sinceit can be
true that there are more women than men at the same time that there aren’t
any men at all who are women. However, this exception does not affect the
main argument here, which is that the restriction of a quantificational deter-
miner includesthe entire host determiner phrase of a quantificational posses-
sive. Given that negative polarity items can somehow occur in the restriction
of most despite the fact that this is not a downward-entailing environment,
we shall seethat the distribution of negative polarity itemsin quantificational
possessives containing most behaves exactly as predicted.

It isimportant to be aware that occurring in a downward-entailing con-
text is anecessary but not a sufficient condition on the licensing of negative
polarity items. For example, embedded quantifiers can createislandswithina
larger downward-entailing constituent in which a negative polarity item can-
not appear, in the same way that embedded quantifiers can create islands for
donkey anaphora, as described in the preceding section.

(26) *No man genuinely believes that every woman ever paid him any
attention.

The negative polarity items ever and any in (26) are not acceptable. Thisis
despitethefact that they occur inthelogical scope of no, whichisgenerally a
downward entailing context and a fine place to find a negative polarity item.
However, they also appear in the nuclear scope of every, which isnot adown-
ward entailing context. In such cases, the entailment properties of the closer
quantifier win, and the embedded quantifier from every casts an upward en-
tailing shadow over part of the nuclear scope of the quantifier denoted by no.

This means that the tests below are only valid on the assumption that
there is no other factor that might obscure the ability of a particular operator
to license anegative polarity item. Thisissomething of an idealization, since
some of the examples below contain possessiveswith posthominal modifiers,
which render those examples less than perfect. However, even after factor-
ing out this effect the residual contrasts are robust enough to justify the con-
clusions expressed bel ow concerning the logical structure of quantificational
pOossessives.

Negative polarity items in possessives
Now we are ready to repeat the examplesin (21) through (25), but with the
determiner in question embedded inside of a possessive.

(27) a *[Someaddict’s child with any sense] [stole some candy].
b. *[Some addict’s child] [ever stole any candy].

(28) a *[Not every addict’s child with any sense] [stole some candy].
b. [Not every addict’schild] [ever stole any candy].
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(299 a [Every addict’schild with any sense] [stole some candy].
. *[Every addict’s child] [ever stole any candy].

(op

(30) a [Mostaddicts childrenwith any sense] [steal candy].
. *[Most addicts' children] [ever stole any candy].

(op

(31) a [Noaddict'schildwith any sense] [stole some candy].
b. [Noaddict’schild] [ever stole any candy].

The pattern of grammaticality in (27) through (31) exactly matchesthat inthe
non-possessive examplesin (21) through (25). Thisimmediately leadsto two
conclusions concerning the logical scope of these determiners.

First, the fact that negative polarity items in the verb phrases remain
acceptable exactly when they were before in the non-possessive examples
showsthat the logical scope of the quantifiers denoted by the determiners ex-
tends at least as far as the end of the sentence, despite the fact that the de-
terminer has been embedded inside of a possessor phrase. Thus the logical
scope of the determiner must be greater than its surface structure command
domain, as predicted by an analysis which raises quantificational possessors
in logical form to have scope over its minimal clause.

Second, the restriction of these quantifiers must extend to the end of the
entire host determiner phrase, including all possessee phrases. This hypoth-
esis has been indicated by the bracketing in the examples above. Thisleads
to hierarchical relationships at the level of logical form as diagramed in (32).

(32)

S
QUANTIFIER RESTRICTION NUCLEAR SCOPE
__addict’schildren (ever) stole
|
(with any sense) (any) candy

Since the acceptability of negative polarity items occurring in the possessive
phrase pattern as predicted for elements in the restriction of the quantifiers,
and not at all as predicted for elementsin the nuclear scope of the quantifiers,
the simplest hypothesisisthat the possessee phraseis part of the restriction of
the quantifier corresponding to the quantificational determiner embedded in
the possessor phrase. The examplesin (29) and (30) are especially striking:
if the possessee phrase were part of the nuclear scope and not part of the re-
striction, we would expect the pattern of acceptability of these four examples
would be exactly the reverse of the observed pattern.
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Given the importance of this conclusion, it is worthwhile to make sure
that we are indeed dealing with a spec-of-DP syntactic structure and not a
possessive compound.

(33) a  Every poor man's hungry child with any sense steals candy.

b. *Every poor man's hungry child with empty pockets
ever steals any candy.

(34)

)

Most poor men’s hungry children with any sense steal candy.

*Most poor men’'s hungry children with empty pockets
ever steal any candy.

=

In each case, the preferred reading has poor modifying the possessor nominal
only, while the adjective hungry and the postnominal with phrase modifies
the possessee nominal only. This reading is consistent only with a spec-of-
DP structure, as discussed in section 1.4. Theresulting sentences are dlightly
awkward, but the grammaticality pattern is nevertheless exactly as predicted
assuming that the possessee nominal is part of the restriction of the quantifier
in question, and not part of its nuclear scope.

It isinteresting that when the possessor is alexical DP with quantifica-
tional force, then these tests do not work exactly as predicted.

(35) a ?Everybody’smother with any sense has a savings account.
b.  Nobody’s mother with any sense has a savings account.

Since everybody has the same properties with respect to downward entail-
ments as every does, we expect that (35a) should be as good as (35b). | sus-
pect that (358) isindeed well-formed from the point of view of the licensing
of negative polarity items, but that it is unacceptabl e for independent reasons.
Morespecifically, | claim that restrictive modification on the possessee phrase
isinconsistent with theimplication carried by everybody that the only restric-
tion on the set of possessor entitiesis that they be a person.

(36) ?Everybody’s mother with a steady income has a savings account.

Here the restrictive modification on the possessee phrase renders (36) as bad
as (35a), but without there being a negative polarity item involved. Thissug-
gests that we cannot tell whether a negative polarity item is acceptable when
it occursinside a possessive having alexical DP for a possessor phrase.”

Notice that the effects described here generalize to sentencesinvolving
an arbitrary number of embedded possessives.

7 The way in which restrictive modification in the possessee phrase re-
stricts the set of relevant possessorsin quantificational contextsis discussed
in section 4.2.
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(37) a Every professor’'swife'srelatives who have any sense hate him.
b. *Every professor'swife's relatives ever have any sense.

In this example, there are two levels of embedding separating the quantifica
tional determiner from the possessee phrase containing the negative polarity
items. Nevertheless, the grammaticality of the sentences continuesto suggest
that the possessee is part of the restriction, so that the restriction of the deter-
miner extends all the way to the end of the maximal host determiner phrase
for a quantificational possessive.

Additional levelsof embedding makeit possibleto wonder about the be-
havior of negative polarity itemsin the intermediate possessee phrases. If the
restriction of the determiner does extend all the way to the end of the largest
containing possessive, then presumably negative polarity itemsin the inter-
mediate possessee phrase will be acceptable according to whether or not the
quantifier in question is downward entailing with respect to itsfirst argument
position.

(38) a *Some professor’swiveswho have any sense'srelatives are nice.
b. Every professor’swife who has any sense’s relatives are nice.

Unfortunately, it is very difficult to get postnominal modifiersinside of inter-
mediate possessee nominals. To the extent that there is a contrast in accept-
ability asindicated between the two sentencesin (38), these exampl es support
the claim that the middle possessor phraseis also part of the restriction of the
embedded quantificational determiner.

We shall seein section 4.4 that analyzing the possessee as part of the
restriction rather than in the nuclear scope of a quantificational possessive
isimportant for deciding between alternative semantic analyses for the truth
conditions for possessives. It is worthwhile, therefore, to reconsider the set
of assumptions that lead us to that conclusion here. The crucial assumption
isthat quantificational determinersalways denote generalized quantifiersthat
take (exactly) two logical arguments. Thisis the assumption that allowed us
to generalize from the behavior of quantificational determiners as negative
polarity licensers in simple non-possessive sentences to the more complex
sentences involving possessives.

But it is at least conceivable that the negative polarity facts can be pre-
dicted without raising the quantifier to have logica scope over the whole
clause. Recall that the distribution of negative polarity itemsfollowsfromthe
distribution of downward entailment patterns. Quantificational determiners
license negative polarity items only indirectly, by means of creating down-
ward entailing contexts. In other words, all that is necessary in order to pre-
dict thedistribution of negative polarity itemsin possessivesgiven Ladusaw’s
(1979) theory is an explanation for the behavior of quantificational determin-
ers in non-possessive contexts (which is not a problem), and a semantics for



122 |/ POSSESSIVE DESCRIPTIONS

the possessive which guarantees the entail ment rel ati onships of thefollowing
sort.
(399 a Every professor’schild loves him.
. b. Every professor’sson loveshim.
a

(40) Every professor’s child loves him.

Every professor’s child loves him dearly.

=

In (39), the (a) sentence entailsthe (b) sentence. We expect thison theraising
analysis, since the possessee nominal is analyzed as part of the restriction of
the quantifier, and every is known to be downward entailing with respect to
itsfirst argument. Similarly, in (40), sentence (a) does not entail sentence (b),
sinceevery isupward entailing and not downward entailing with respect toits
second argument.

If these entailments can be shown to follow in general from the seman-
tics of the possessive, then the correct predictionsabout thelicensing of nega-
tive polarity items could be potentially maintained without assuming that the
possessee phrases are necessarily part of therestriction (thefirst logical argu-
ment) of the determiner denotation.

Even though such a system in which monotonicty projectsin the appro-
priate fashion might be descriptively adequate, it would obscure the fact that
the monotonicity relationship between anominal quantifier and its possessee
denotationsare alwaysidentical to therel ationship between the quantifier and
its possessor denotation. Thiscorrespondencefallsout immediately from the
assumption that possessees and possessorsalike are part of thelogical restric-
tion of the quantifier, as predicted by the quantifier raising analysis. Also, it
is not clear how such atheory would predict the way in which closer quanti-
fiers shadow more distant ones, as described for the example in (26). Some
further objections to such atheory are given in section 4.4.

For now, let us simply assume that quantifier raising raises a quantifica-
tional possessor so that it has scope over itsentire (maximal) host determiner
phrase. Certainly thiswill explain the distribution of negative polarity items
noted above.

To conclude this section, we have seen a second set of facts entirely in-
dependent of the donkey anaphora facts which agrees in suggesting that the
logical scope of aquantificational determiner embedded in a possessor phrase
takes the maximal host determiner phrase as its restriction and the logical
scope of the host DP as its nuclear scope.

3. Fragment

This section adds to the fragment developed in the previous two chapters by
specifying how to calculate a logical form given a surface structure. Since
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Quantifier Raising involves coindexed traces, and since these traces will in-
fluenceinterpretation into the logic, this section a so specifiesthe way in the
indexing scheme works. The resulting fragment will be able to provide logi-
cal formsfor any of the examplesin this dissertation that receive formal anal-
yses. It will aso provide a mapping into the logical language. The resulting
logical expressionswill receive adenotation, except for examplesthat contain
aquantifier. The extension of the fragment to handle quantificational formu-
lasisthe topic of the fragment section of chapter 4. The fragment described
in this section will allow usto give a denotation only to non-quantificational
expressions such as The man’s child bit the lady's dog.

Indexing

As part of the mapping between surface structure and logical form, every de-
terminer phrase receives an index taken from the set {z9,29,...}. That s,
each index z¥ is simply an entity-denoting variable symbol from the logical
language described in section 2.7. (The superscript 0 will be omitted below.)
In general, there are various binding principlesthat constrain the distribution
of indices, in particular, which determiner phrases can or cannot receiveiden-
tical indices. For the sake of simplicity, | will assume that indexation is en-
tirely free. (The interpretation of the indices will be discussed below.) Basi-
cally, adeterminer phrase will be construed as describing the entity denoted
by itsindex.

Technically, wewill imaginethat if anodein surface structureislabeled
DP, thenit will correspondinlogical formto anodethat hasthelabel DP,,. In
particular, | will assume that pronouns can translate as any variable; see sec-
tion4.6. Labelsonnodesinlogical formwill be suppressed unlessthey are of
specia interest to the discussion at hand. In addition to providing an explicit
connection between a raised determiner phrase and itstrace, in chapter 4 we
will see how indexing will allow pronouns to be bound by quantifiers.

Quantifier Raising

Inview of theargumentsin the previoustwo sections, | will assumethat quan-
tificational possessives have alogical form distinct from their surface struc-
ture in which the quantificational determiner has scope over itslogica argu-
ments. Thislogical formwill bearrived at from surface structure by means of
Quantifier Raising. Despite its name, Quantifier Raising traditionally raises
all determiner phrases except for pronouns and names. As mentioned in sec-
tion 3.0, this allows verbs to denote relations over entities, rather than rela-
tions over property sets, so that non-quantificational determiner phrases hav-
ing descriptions for possessor phrases receive an interpretation by the same
rulesrequired for quantificational determiner phrases. All determiner phrases
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that are not names, then, raiseto adjoin to S (if they are arguments) or to DP
(if they are possessor phrases) |eaving behind a coindexed trace. Thisresults
in asystem very much like that in May (1985), where possessor phrases also
adjointo DP3?

In addition to Quantifier Raising, | will propose a rule of Quantifica-
tional Determiner Raising, or Determiner Raising for short. Like Quantifier
Raising, Determiner Raising partially characterizes the relationship between
surface syntactic structure and a certain class of logical forms. The idea of
Determiner Raising is borrowed from Heim (1982, 133), where it is called
Quantifier Construal. This rule simply moves a quantificational determiner
to attach it to itslogical scope.

Even though the order of raising determiner phrases is always free, the
requirement that a raised DP must command its trace will have the effect of
strictly ordering the raising of possessor chains. The reason isthat if an em-
bedded possessor DPisraised beforethe DP that contained it in surface struc-
tureisraised, the second movement will transport thefirst trace outside of the
command domain of the first DP. Therefore the resulting logical form will
contain a determiner phrase that does not command its trace.

The tree in (41) gives the surface structure for everybody's mother’s
brother (I have suppressed the syntactic structure due to the possessive mor-
pheme for the sake of clarity).

(41)
DPs
DP, D'
DP; D’ brother

everybody’s  mother’'s

8 |f adeterminer phrase adjoinsto an Snodethat has already beentheland-
ing site of an adjunction, then there will be choice of which S node to adjoin
to. | will follow May (1985) in assuming that the nodes along the spine of
an adjunction structure constitute different segments of a single node, so that
each new adjunction inserts new structure only at the topmost node of a pre-
viously formed adjunction structure.

9 Thisanalysisallowsfor only theinverselinking reading for DPssuch as
the mayor of every city: after Quantifier Raising, the DPevery city isadjoined
to the matrix DP, so that the entire DP has truth conditions equivalent to (the
lexical possession interpretation of) every city’s mayor.
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Thetreein (42) gives the result after attempting to raise DP; first, and then
raise DP;.

(42)

DP; D’ DP; DPs

mother’'s  everybody’s DP;, D'

|
&
brother
Theresultisill-formed, since DP; does not command itstrace e;. However,

if we raise DP;, first, and then DP,, asin (43), we get a legitimate structure
in which both DPs command their traces.

43)
DP;
DP; DP;
everybody’s DP, DP;

N N

DP; D' DP, D'

| |
o /N e /N
mother’s brother
Thus even assuming that multiple possessor DPs can raise, and that they are
free to raise in any order, there is still only one legitimate resulting logical
form aslong as we require that a raised constituent commandsits trace.

The free application of quantifier raising can result in different logical
forms, however, when the two determiner phrases to be raised are both ver-
bal arguments. For the structurefor the dog bit the woman, for instance, there
will be two distinct logical forms, onein which the subject phrase raisesfirst,
and onein which the object phraseraisesfirst. In theresulting logical forms,
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then, one raised DP will command the other. Thisindeterminacy in the con-
struction of logical form istraditionally used to represent differencesinrela
tive scope for quantificational determiner phrases. But since this dissertation
doesnot discussrelative scope, thisfeature of the construction of logical form
is never exploited here.

After raising al non-name DPs, all that remains for producing a logi-
cal form in which the logical arguments of a quantificational determiner are
made clear isto raisethe quantificational determiner itself to attach toitsclos-
est S. Thiswill allow for its sister constituentsto denote itsrestriction and its
nuclear scope. Note that thisfinal adjustment rule will haveto be allowed to
move the quantificational determiner across one (multi-segment) DP node. In
the place of the raised determiner, we will leave a specia symbol ep, which
will receive a semantically transparent translation exactly like that of the de-
terminersthe and a.

Interpretation

I will now explain how to trandlate the derived logical forms into the logi-
cal language. Although the logical forms described above are created from
the surface structure via movement and adjunction, it will be convenient to
describe the compositional trand ation of alogical forminto alogical expres-
sion aswe did in chapter 2, that is, by phrase structure rules associated with
interpretation schemata. The phrase structurerulesin (44), then, characterize
possible logical form structures. Put another way, the phrase structure rules
in (44) generate a superset of the class of legitimate logical forms. By giving
atrangdlation algorithm for the larger class of structures, we necessarily pro-
vide an algorithm for trandating the set of legitimate logical formsarrived at
from surface structures via movement.
The new constructions include adjoined structures and traces.

Logical form construction Interpretation
(449 a DP - DP, DP [Ae[[[DP:](z)] A [[DP](a)]]]*
b S — DP, S [[DP:] (=) A [S]]°
¢ S —= D DR, S [D](IDP:](=)],[IS])
d ep )\Pl[Pl]
e ey z

The trandation of a DP adjunction structure in (44d) is adescription (i.e., a
set-denoting expression), where « is a variable which is unique for each in-
stance of adjunction. Thelambdaabstract in thetrandlation of the DP adjunc-
tion shows that the entity described by the whole possessive DP is the same
entity described by the possessee phrase; that is, the man’s dog describes a
dog. Thetrandation of an S adjunction structure in (44b) isaformula i.e.,
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a truth-value-denoting expression). The functional application in both (44a)
and (44b) in which the translation of the raised DP takesits own index for its
argument guarantees that the raised DP describes the same entity mentioned
by its coindexed trace. The functional application also reduces the valence
of theraised DPto that of atruth-value-denoting expression suitablefor con-
junction with another truth-val ue-dencting expression.

One point worth mentioning herein anticipation of the analysisin chap-
ter 4 isthat there is no mechanism here for keeping track of the index of the
possessor phrase from which aquantificational determiner moveswhen it ad-
joinsto Sto take scopeover itsrestriction and nuclear scope. Thiswould have
been necessary on an analysiswhere quantifiersbind at most asinglevariable.
However, sincel will be devel oping an unsel ective binding theory, thisis not
necessary. Chapter 4 will explain in detail how it isthat these quantifiers can
bind all of the variablesin their logical scope that need binding.

The structure resulting from Determiner Raising in (44c) is very much
like the (44b), except that the translation of the determiner phrase serves as
the restriction of the quantificational determiner and the tranglation of the S
serves as the nuclear scope. The trace left behind after Determiner Raising
trand ates asif the determiner had beentheor a, as specifiedin (44d). Clearly,
inorder for the coindexing schemeto work, tracesmust transl ate astheir vari-
ableindex, as shown in (44e). Finally, the trandation of sentences and verb
phrases is simple functional application as detailed in (45).

(45 a S — DP VP [VP]([DP])
b. VP - V DP IVI([DP])

These rules say that sentence translations are built through functional appli-
cation in the normal fashion.

Asfor new lexical trandlations, they will be similar to those in chapter
2, except that intransitive verbs translate as predi cates of valence 1, and tran-
sitive verbs translate as predicates of valence 2.

Examples

The result of these operations applied to a particular example is shown here.
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(46) a Mary likesthe man’sdogs.

b.
S
DP, S
DP, DP DP VP

Therearetwo instances of Quantifier Raising for thislogical form, onefor the
description in object position (index ), and onefor the description in posses-
sor position (index ).
(47) [Mary likesthe man'sdogs] =

man(y) A 7(y, z) A dogs(z) A likes(m, z)

Thelogica formin (47) predictsthat (46a) will betruejust in caseit iseval-
uated against an assignment function that assignsthe variable y to aman and

thevariable z to asum of dogs such that the man possessesthe dogsand Mary
likes the dogs.

Now for a quantificational example.
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(48) a Most people'sdogs bark.

b.
S
D DP, S
|
most

DP, DP DP VP
| |

D' /\ e,
A DP[posq D' bark

D NP

| DP Poss D
o /T )
people e, s Biposs
dogs
Here the logical form makesit clear that the restriction for the quantifier de-

noted by most takes people’s dogs for a restriction and bark for its nuclear
scope.

(49)  [Most people’s dogs bark] =
most([people(z) A w(z,y) A dogs(y)], [bark(y)])

Note how the variable of which [dogs] is predicated is the same variable that
appears as the subject argument of [bark].

In order to give a set-theoretic denotation to the logical trandations
of quantificational possessives, we will need to augment the semantic rules
given in section 2.7. The nature of these new evaluation rulesis the topic of
chapter 4.

NP

Truth

Readers familiar with the formal system presented in chapter Il of Heim
(1982) will recognize the fragment devel oped here as quite similar in spirit.
(Oneimportant technical differenceisthat Heim does not provide an explicit
mapping from logical form to alogical language, but rather describes how
to interpret the logical forms directly.) | have chosen this representation of
the semantics of these expressions because it allows a formal treatment of
the truth conditions of descriptions that is neutral between definites, indefi-
nites, and possessives, and because it leads to a particularly simple unselec-
tive binding system for describing the behavior of possessivesin quantifica-
tional contexts.
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Before going on, however, | should mention how this approach affects
the notion of truth. Standard theories (e.g., PTQ in Montague (1970)) define
‘truth’ as derived from the more basic notion of ‘truth with respect to an as-
signment function’: asentence ¢ istrue given amodel just in case [¢]¢ eval-
uates to true for every choice of an assignment function g. This only gives
the desired result when [[¢] isguaranteed to contain no freevariables; in PTQ,
thisisachievedin part by treating definite and i ndefinite descriptions as quan-
tificational . In the fragment here, of course, many sentences translate to log-
ical expressions containing free variables; for instance, A man lived might
translate to man(z) A live(z). Thislogical expression might easily be true
when eval uated with respect to one assignment function g (more specifically,
whenever g(z) happensto beamanwholived), but falsewhen evaluated with
respect to some other assignment function f (imaginethat f(z) isapotato).
Thereforea PTQ-styledefinition of truth wouldincorrectly predict that A man
lived isfalse even when the model contains an entity who is a man and who
lived.

Heim provided a mechanism called “existential closure” which guaran-
teed that any free variables would eventually be bound by some existential
quantifier, and similar rules could be added hereif desired. However, | would
like to emphasi ze the way in which assignment functions behave in thisfrag-
ment as a rudimentary approximation of adiscourse context. (In thisconnec-
tion, recall from section 2.7 that one job of an assignment function isto pro-
vide a value for the contextually-determined possession relation 7.) There-
forel will not provide any notion of asentence being true simpliciter. Rather,
only atoken of asentence can betrue, and then only with respect to its context
of use. If acontext g (technically, an assignment function) mapsthe relevant
variable onto a man who lived, then a use of the sentence A man lived istrue
in this context. In the parlance of Discourse Representation Theory (Kamp
(1981) et seq.), we can say that the assignment function g (when viewed asa
context) ANCHORS the variable z to its discourse referent. Similarly, (given
a suitably extended fragment) a discourse such as A man walked in. He sat
down. will receive its most natural interpretation only under the appropri-
ate assumptions about the continuity of the contexts (assignment functions)
against which theindividual sentencesare evaluated. (Seealsothediscussion
in section 3, especially subsection 3.1, of chapter I11 of Heim (1982, 326).)
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I nter preting Quantificational Possessives

0. Introduction

This chapter seeks to provide an account of the truth conditions arising from
quantificational possessives like most students' dogs. The last chapter pro-
posed alogical form for quantificational possessives on which the embedded
possessor phrase raises in order to take scope over its host's command do-
main. This chapter, then, will provide an interpretation for the logical forms
developed in chapter 3.

The formal treatment of quantification developed in this chapter be-
ginswith the idea of Lewis (1975) that adverbial quantification ranges over
sequences of individuals rather than over a single distinguished variable.
Lewis's quantificational adverbs bind any number of free variables in their
scope indiscriminately, hence the name ‘unselective binding'. | will con-
tinue to use this term, although we shall see that so-called unselective quan-
tifiersbind only those variablein their scope that need binding (as noticed by
Lewis).

It is helpful to think of unselective quantifiers as quantifying over se-
guences of individuals, where a sequence of individuals corresponds to the
values given to the bound (i.e., selected) variables for each instance of the
guantification. In the fragment devel oped below, a sequence of individualsis
simply a standard assignment function mapping variables onto entities. Asa
first approximation, asequence of individualswill berelevant for theinterpre-
tation of a particular quantificational expression only if the entitiesit assigns
to variables resultsin the satisfaction of the restriction of the quantifier.

Although adverbia quantifiers are often treated as unselective quanti-
fiers, the technique of quantifying over sequences of individuals is not as
popular for nominal quantifier such as every or most. Thereis along tradi-
tion in which nominal quantifiers quantify over sets of individuals, and there
is a strong inclination to continue in that tradition. However, Heim (1982),
Schwarzschild (1989), Chierchia (1988; 1990), and others have argued that
nominal quantifiers as well as adverbial ones can be viewed as quantifying
over sequencesof individuals. The motivation for applying unsel ective bind-
ing to nominal quantification comes primarily from donkey anaphora facts,
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and, | will argue here, from the interpretation of possessives. Thereforethose
who would like to maintain a univariable account of nominal quantification
must account not only for the donkey anaphora facts, but for possessive in-
terpretations as well.

Towards the goal of a modern univariable anaysis, Groenendijk and
Stokhof (1991) and Chierchia (1990) and others have developed a dynamic
logic in which donkey anaphora can be accounted for in a system in which
guantifiers quantify over one variable at atime. In their system, indefinites
give rise to an existential quantifier which is capable of dynamically bind-
ing variables not in itslogical scope. The domain over which these dynamic
operators are active is constrained in part by the dynamic closure properties
of other quantificational operators. Heim (1990) also advances a univari-
able account of donkey anaphora based on E-type pronouns. For her, donkey
pronouns denote functions from entities to entities. The relationships estab-
lished by these functionsstrongly resembl ethe possession rel ationsdiscussed
in chapter 2. In a sense, then, possessives denote what E-type pronouns are
supposed to denote. The analogy between quantificational possessives and
E-type pronouns is devel oped further in section 4.4.

| have opted for an unsel ective account for possessivesfor the following
reason. The main problem with the single-variable quantification accounts
with respect to the interpretation of possessivesis that it is not clear to me
how asingle-variable analysis can account for the narrowing effect described
in section 4.2, in which the entailments of the possessee phrase constrain the
interpretation of the possessor phrase. However, | do discuss one possible
approach to the narrowing effect that is consistent with aunivariable analysis
in section 4.3. This potentia solution is based on accommodation, and | do
not find it very promising.

In section 4.4 | explain why narrowing is a problem for single-variable
analyses. | then go on to develop an unselective analysis in terms of se-
guences of variables which accounts for the narrowing effect in a straight-
forward fashion. Thus| will arguein favor of arefinement of Heim’'s (1982)
unsel ective binding approach and against a univariable approach such as that
in Heim (1990).

One potential weakness of the unselective analysisisthat it makes noto-
riously bad predictions concerning the truth conditions of proportional quan-
tifiers. The problem with the unselective binding approach with respect to
proportion isthat the set of all sequencesthat satisfy the restriction of a quan-
tification is too large and fine-grained. Clearly each such sequence is some-
how relevant for the quantification, but they do not al have equa weight
when it comes time to count up the number of cases that satisfy the nuclear
scope. Therefore | propose that sequences must be grouped into classes,
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where each class of assignment functions gets only one vote in the quantifi-
cation. | will call such aclass of sequencesa’case’, so that each assignment
function isjust a particular instance of a more general case. Then quantifiers
in general and nominal quantifiersin particular quantify over cases. On this
view, the proportion problem reduces to predicting how a set of relevant se-
guences will factor into cases. | briefly discuss a general principle for sepa-
rating assignment functions into cases based on whether agiven variable can
be demonstrated to be relevant to the outcome of the quantification.

Thus | hope to show that an approach based on the unselective binding
ideacontinuesto beviable. If nothing el se, theresulting system hasthevirtue
of being relatively simpleinits overall structure. At the very least, then, this
chapter will make clear what asingle-variable analysis must accomplish with
respect to the interpretation of possessives.

1. Asymmetric quantification

The discussion in this section and the next one will introduce the main facts
to be accounted for in our formal analysis. This section will introduce the
proportion facts for quantificational possessives, and the next section will in-
troduce the narrowing problem.

Tony and Simona are trying to explain what it’s like to be a graduate
student. Tony triesto convey a sense of the penury of student lifein general
by asserting the following generalization.

(1) Most students cars are old and decrepit.

Unfortunately, it is part of Simona’s natureto disagree with Tony. “No, that’s
not true!” she would undoubtedly say. In addition to simply contradicting
Tony, depending on the capriciousness of her mood, she might continue with
any one of four statements.

(2) When | was an undergraduate, | drove a brand new Porsche.

Thisresponseisnatural enough, and it does providerelevant information; but
the counter-assertion in (2) is more of anirritation to Tony than areal threat
to his generalization. By the Gricean maxim of Quantity, we can infer that
all of Simona’s cars since the Porsche have been clunkers, so that far from
providing a legitimate counterexample, Simona's personal experience tends
to confirm the larger pattern asserted by Tony.

One particularly interesting aspect of the responsein (2) that | will elab-
orate on in section 4.7 isthat Simonais distinguishing between cases on the
basisof thechoiceof acar. That is, sheisemphasizing the possibility that the
same student may have one car at one point in time that is old and decrepit,
and another car that is not at some other point in time.
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On another occasion, Simona might respond instead with (3).

(3) | personally have never owned a car that was more than
two years old.

This response is more serious. Presumably Simona has owned severa cars,
and (she claims) none of them was dilapidated enough to count as old and
decrepit. Then Simonastandsasaclear counterexampleto the generalization.
Tony's expected counter-response would be to say that Simonais an atypical
instance of the class of students. Note that (3), unlike (2), does not attempt
to distinguish between cases on the basis of the choice of acar. That is, (3)
is consistent with assuming that any given students’ cars are either al old, or
al new.
If Simonaisfeeling particularly contrary, she might even say (4).

(4) Peter hasanice car, Louise drives that new Saab,
Robin just bought aHonda. . .

Suppose that Simona continues her list until she has established that at the
utterance time, more than half of the current batch of graduate students pos-
sess new cars. Unlike (2) and (3), (4) is potentially sufficient to falsify (1).
The success of (4) dependsin part on how reasonableit is to assume that the
current state of the local graduate program is afaithful representation of the
typical situation. Put another way, Simona.is inviting the listener to assume
that if a student owns a nice car at some randomly picked moment in time,
then she probably would own anice car at any reference point. Thus (4), like
(3), is consistent with assuming that the quality of the set of a student’s cars
is homogeneous across time.

Unfortunately, Simona's unstable personality is such that she would
probably respond to Tony’s statement with (5).

(5) Stuart has bought and wrecked more new sports carsin the past
five years than the total number of carstherest of us have owned
put together.

Unlike the previous three, this continuation is crazy. Like (3), it provides a
clear counterexample to the generalization, since Stuart is an example of a
student who always buys new cars. What is crazy about (5) isthat it implies
that the absolute number of new carsthat Stuart has owned is relevant—that
an additional instance of Stuart owning a new sports car has the same status
with respect to providing a counterexampleto the generalization that adiffer-
ent graduate student would.

Any theory that provides for distinguishing among cases on the basis of
the choice of a car in addition to distinguishing on the basis of the choice of
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student runs the risk of incorrectly predicting that the truth of (5) would fal-
sify (1). Since Kadmon (1987), this has been known as the proportion prob-
lem, sinceit crucially depends on how the total number of carsis distributed
among the studentsinvolved.

Notethat Tony’soriginal statement involvesapossessive. If the unique-
ness presupposition associated with the prenominal possessive really were
absol ute uniqueness relative to the possessor entity, then it would be impos-
sible to imagine distinguishing between cases solely on the basis of the car
involved, since (1) would entail that for each student there is some unique car
that they possess. Onefactor that mitigatesthe inflexibility of the uniqueness
entailment inthisexampl eisthat although studentstypically have at most one
car at atime, they also typically own several carsin succession. Thus at any
particular moment, there is a unique car for each student, but if the general-
ization is taken to quantify across time, the mapping from students to their
carsis oneto many.

Choosing a domain of quantification

The example aboveis arather fancy one, in which the uniqueness presuppo-
sition normally associated with a possessiveis bent by linking the evaluation
of the possessive description to an implicit time variable. The remainder of
this section goes on to make the same basic point—that possessives usually
do not give rise to proportional readings in which the possessee description
dominates over the possessor variable—but with some more quotidian exam-
ples.

Let us begin by adopting the traditional assumption that nominal quan-
tifiers quantify over at most a single variable and see where it leads us. For
instance, in most dogs bark, the quantifier denoted by most quantifies over
the set of dogs. What set, then, do quantifiers from quantificational posses-
sives quantifier over? To make this question a bit more concrete, imagine a
situation in which (6) istrue.

(6) Threestudents’ dogs were barking last night until 2 AM.

The possessive sentence in (6) entails that there are at |east three objectsin
the domain of discoursethat have acertain property involving barking. What
must there be three of ? Must there be three students? Or three dogs?
Thereason thisquestionisdifficult to answer isthat by itsnature posses-
sion establishes alink between the possessor and the possessee. Temporarily
idealizing the linguistic facts alittle bit, if the entailments of (6) required the
existence of three students, there would also have to be three dogs for them
to own; and if the entailments required three dogs, then there would likewise
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have to be three students to own them. It may even turn out that for posses-
sives, quantificationis neutral, and merely requiresthe existence of three stu-
dent/dog pairs.

If, on the other hand, the entailments prefer either the possessor or the
possessee over the other, then we have an asymmetric reading. If ause of (6)
commits the speaker to the existence of three students with a certain prop-
erty, and the existence of dogs for them to own is ancillary, then we have an
asymmetric reading in which the possessor description dominates. If itisthe
existence of the dogs that is required, and the existence of the student own-
ersthat is a consequence, then we have an asymmetric reading in which the
possessee description dominates.

| will arguethat possessivesusually giverisetoan asymmetricreadingin
which the possessor phrase dominates. For univariable analyses of quantifi-
cation, thiswill mean that the distinguished variable will always correspond
to the possessor description. For the unselective binding analysis devel oped
bel ow, thiswill mean that the variabl e corresponding to the possessor descrip-
tion will have a special status with respect to the principles for selecting an
appropriate proportional reading.! In addition, there will also be a symmet-
ric reading on which the possessor variable and the possessee variable have
exactly the same status with respect to determining proportionality.

Thefact that it is the possessor description and never the possessee de-
scription that dominates may be alittle bit surprising, since the first reaction
to a sentence such as (6) is generaly that it entails the existence of at least
three dogs, that is, that the quantification ranges over the set of dogs. After
all, itisthe dogsthat are doing the barking.

In support of thisintuition, there will be situations in which quantifica-
tional possessives can justify reasoning about the cardinality of the possessee
set. Furthermore, in chapter 3 we saw that the restriction of the quantification
in (6) must be the entire subject determiner phrase, including the possessee.
In all other cases of quantification, quantification always ranges over the set
of entities described by the restriction. Since the restriction describes dogs,
once again it makes sense to expect that the dominant element in the quan-
tification will be the set of dogs.

This intuition that (6) is somehow ‘about’ dogs—more precisely, that
(6) is somehow a statement about dogs that are owned by students—isjust a
different form of the intuition that there is a possessee-dominant structure to
possessive examples in which most [student’s dogs] corresponds to a quan-
tification over the set of dogs owned by students. In chapter 1, | argued that

L In the terms devel oped below in section 4.7, the possessor variable will
always be relevant for the outcome of the quantification, by virtue of being
the surface-structure complement of a quantificational determiner.
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there is no (productive) syntactic analysis other than the spec-of-DP analy-
sis. Here, | will go on to arguein the same vein, that there are no possessee-
dominant readings either, despite basic semantic intuition. More specifically,
| will arguethat (6) involves quantification over (arestricted subset of) the set
of students, and the existence of a certain minimum number of dogs follows
from the nature of possession.

Noticethat if the quantificationin (6) did in fact range over dogs, ause of
(6) should be consistent with asituation in which therewere only two students
who owned dogs, so long as the total number of dogs owned by those two
studentsis at least three. Thisreading is marginally possible, but only on a
reading on which student’s dogs i s an extemporaneous possessive compound
naming akind of dog (see section 1.4).

| wish to exclude lexical compounds from consideration. Therefore it
will help to consider an example for which there is no possibility of such a
reading.

(7) Most people'sfavorite color isblue.

The presence of the adjective favorite guarantees a spec-of-DP structure for
(7). In (7), the quantification ranges over people, not over colors. That is, a
useof (7) canbetrueevenif blueisonly one of several candidatefavoritecol-
ors. To seethat thisis so, imagine a situation in which more than one person
has the same favorite color.

(8) Person  Favorite color
a Simona red
b. Tony green
c. Loa blue
d Max blue
e. Sandy  Dblue

There are three colorsin this tiny model: red, green, and blue. Only one of
these colorsis blue. If the denotation of most quantified over the set of fa-
vorite colors, we would predict that (7) would be false, since only one out of
three of the colorsisblue. If a possessee-dominant reading were systemat-
ically available, we would expect (7) to be ambiguous; but clearly the only
possible judgement isthat (7) istruein this situation, since more than half of
the people in our model have blue astheir favorite color.

It issuggestive that the possessee nominal issingular in (7) whereit was
plural in (6). In order to see that this difference is not crucial, consider the
following examples.

(99 a Most people’sfavorite colors are blue and green.
b. Most countries’ policemen speak an Indo-European language.
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Aswas the case for (7), (9a) will be true according to the proportion of peo-
ple who favor blue and green over al other colors, regardless of the num-
ber of distinct color combinations under consideration. Similarly, (9b) can
betrue evenif the policemen in Chinaoutnumber the policemen in therest of
the world put together, and no Chinese policemen happens to speak an Indo-
European language. What isimportant in (9b) is the proportion of countries
with Indo-European speaking policemen.

It should also be noted that it is difficult to find grammatical examples
in which the possessor is plural and the possessee phrase is singular, as dis-
cussed in section 1.4.

(10) *Three students' apartment burned down last night.

| don’t fully understand why examples like that in (10) are so bad, but | can
suggest abasic approach as expressed in the terms of my treatment of propor-
tion given in below. The quantificational use of three presupposes the exis-
tence of three (potentially) independent cases; but in any situation for which
(10) would be felicitous, there must be a single apartment possessed by all
three students jointly. Either that one apartment building burned down, or it
didn’t; either way, thereis at most one distinct case per situation, leading to a
violation of the presupposition that there must be exactly three separate cases.

Inview of theexamplesin (7) and (9), it isclear that possessor-dominant
asymmetric quantificationispossible. In section 4.8, | will suggest that there
is also a symmetric reading for quantificational possessives on which the
identities of the possessor and the possessee are both relevant for distinguish-
ing cases. However, the symmetric reading for quantificational possessives
will alwayshavetruth conditionsidentical to the possessor-dominant reading,
thanks to the uniqueness presuppositions for possessives.

I conclude that possessives have only a spec-of-DP structure in which
the possessor is dominant over the possessee description, or at the very least
equally important in distinguishing between relevant cases. This means that
for a theory on which (nominal) quantifiers quantify over a single variable
only, it must always be the variable corresponding to the possessor descrip-
tion; for unselective analyses, the possessor must always be relevant for dis-
tinguishing cases with respect to proportion. We will return to the issue of
proportionality of possessivesin section 4.8, where | will present amore pre-
ciseversion of the generalizations stated here, after building someformal ma-
chinery. The next sections explain why quantifying over the possessor vari-
able leads univariable analysesinto trouble.



INTERPRETING QUANTIFICATIONAL POSSESSIVES / 139

2. Thenarrowing problem for possessives

The narrowing problem for possessivesis my name for the way in which the
domain of quantification of a quantifier in a possessive is systematically re-
stricted by the possessee description.

(11) Most planets' rings are made of ice.

We already know from the previous section that the quantification in (11)
ranges over planets, and not rings. But which set of planets?

If thequantificationin (11) hasfor itsdomain of discoursetheset of plan-
etsin general, then it would surely be false in the actual world. The reason
is that of the nine planets in our solar system, only three planets even have
ringsinthefirst place (say, Saturn, Neptune, and Uranus), let alone haverings
made of ice.? But most speakers | have consulted agree that (11) isatrue and
felicitous description of the solar system that welive in. Therefore the quan-
tificationin (11) must range only over planetsthat have rings. Assuming that
at least two out of three of the planetsthat have rings have rings made of ice,
we correctly predict that (11) istrue.

Somehow the entailments due to the possessee description—roughly, an
entailment that each entity described by the possessor phrase has the prop-
erty of possessing rings—in effect constrains the context in such away that
the only relevant planets are the planets that have rings. That is, the entail-
ments of the possessee phrase narrows the domain against which the posses-
sor phrase is evaluated.

The narrowing effect occurs for any nominal quantifier occurring in a
possessive.

(12 Nobody’s brother was ever that kind and gentle.

Someone’s hicycleis blocking the driveway again.

Every woman's dream is to become a merchant marine.

Not every school’s linguistics program is as good as that one.
Most countries’ coastlines have aresort town on them

somewhere.

PoooTw

For existential examplessuch as (12b), it isnot clear that the description cor-
responding to someoneis constrained to choose only from among people that
possessabicycle. However, in (12c) isisclear that quantification rangesonly
over women who have a dream. Similarly, the quantification in (12d) and
(12e) quantify only over schoolsthat have linguistics programs and countries

2 | am ignorant of the precise astronomical facts, but | am confident that
if I am dightly confused about numbers and types of planets, | am at least
describing a solar system very much like the one we live in, and that will be
sufficient for our purposes.
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that have coastlines. Thusall of the examplesin (12) either require narrowing
or are consistent with a narrowing hypothesis.

How can we account for this narrowing effect? Note that this narrow-
ing is very much like the sort of domain narrowing that is implicit in any
use of adescription. For instance, a use of a sentence like | put the children
to bed does not assert that all of the children in the world have been tucked
in; rather, it refers only to some salient group of children, perhaps the chil-
dren that were playing on the rug afew minutes ago. The difference between
this general pragmatic contextual narrowing and the narrowing exemplified
in (11) isthat contextual narrowing is intractably vague and subject to prag-
matic variability; but the narrowing of the domain of the possessor is com-
pletely predictable and fully grammaticized.

The next section will sketch an account of possessive domain narrowing
based on the concept of accommadation, an account which will prove to be
unsatisfactory. The next section after that, section 4.4, will explain why nar-
rowing is difficult to manage for asingle-variable analysis of nominal quan-
tification. The remaining sectionswill go on to develop an unselective bind-
ing approach to quantification in general and the interpretation of quantifica
tional possessivesin particular on which the narrowing effect falls out from
genera principles.

3. Accommodation

One possible approach to explaining narrowing depends on accommaodation.
Accommodation is the name given in Lewis (1979) for what happens when
the presuppositionsof an utterance do not agreewith the discoursemodel con-
structed so far, but the listener is willing to accept and process the utterance
anyway. What happens, Lewis suggests, is that the listener accommodates
the otherwise infélicitous utterance by modifying the model in such a way
that the utterance would no longer be infelicitous.

I will first illustrate how accommaodation works with respect to a non-
guantificational example. My excuse for this digression is that | will claim
that thelexical/extrinsic opposition devel opedin chapter 2 will berelevant for
predicting when accommodation will be possible. Then | will explain how a
specific version of accommodation can potentially lead to an account of the
narrowing effect. Finally, | will raise some objectionsto the accommodation
account that will cause me to abandon it.

Roughly, the accommaodation story goesasfollows. The use of aposses-
sive presupposesthat the possessor standsin the described possessionrelation
to some entity described by the possesseephrase. Itispossible, therefore, that
in order to accommodate the use of a quantificational possessive in the face
of this presupposition, a cooperative listener will assume that the person who
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uttered most planets’ rings are made of ice really meant to say most planets
that have rings have rings made of ice.

Accommodation of novel definites
Here is asimple (non-possessive) exampl e requiring accommodation.

(13) a Abusdaughtered agoat yesterday.
b. | bought the liver from him.

Heim (1982) argues that the use of a definite description like the liver pre-
supposes that the described entity is familiar from context. However, there
is no reason to suppose that there is a discourse marker corresponding to any
particular liver by the time that (13b) is uttered. Nevertheless, the discourse
is perfectly natural.? The discoursein (13) only makes sense if you assume
that the liver in question isthe liver of the goat that was slaughtered. On this
view, theliver hasthe same descriptive effect astheliver of the goat that Abu
daughtered yesterday. That is, the liver is a sort of adescription of laziness
(on analogy with pronouns of |aziness).

Oneway of conceiving of the way that accommodation workswould be
to imagine inserting additional content into the interpretation of the mysteri-
ous definite. Since definites presuppose their descriptive content, the accom-
modating listener need only adjust her model by assuming the (interpolated)
presupposed material. In Kadmon (1987), for instance, uniqueness presuppo-
sitions can justify copying part of alogical representation and incorporating
it into adifferent part of the logical representation of an expression.

There are two main problems with accommodation stories in general.
Thefirstisthat itisdifficult to predict in advance how to cal cul ate what mate-
rial needsto beinterpolated. Minimality and naturalness providetwo guiding
principles. accommodate only as much as you need to, and interpolate mate-
rial that makes the best fit with expectations. The second main problem with
accommodation is that it is difficult to tell when alistener will be willing to
accommodate an infelicity. Sometimes a listener will reject an utterance on
the grounds that it violates a presupposition, and in another context she will
happily accommodate.

These two problems are somewhat interrel ated.

(14) a Abusdaughtered agoat yesterday.
b. #l bought the pasture from him.

The continuationin (14) is not felicitous, so for some reason accommodation
isnot possible here. Notice, however, that buying aliver isamuch more nat-
ural part of the script associated with slaughtering an animal than buying the

3 | amindebted to Russell Schuh for this example.
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pasture where the animal grazed. Presumably there is a cost associated with
interpolating aless than perfectly natural assumption, so that those instances
of accommodation that obey minimality and naturalnessarethose most likely
to be acceptable. (See the discussion of the interaction of conventionalized
expectation with vague relations with respect to possessivesin section 2.6.)

The analysisof lexical versus default possession devel oped in chapter 2
can shed some light on this particular pair of examples. Note that liver isa
body part and denotes as one of its meanings a part/whole relation. Since it
is used without an overt possessor in (13b), its non-core argument has been
suppressed, so that the interpretation of the liver in (13b) is Ay[liver (_, y)],
where y is the liver and the underscore represents the suppressed possessor
of the liver. In other words, the lexical denotation of the noun liver entails
the existence of an owner for that liver. Given thisanalysis, the accommoda-
tion needed in (13) amounts simply to assuming that the underscore variable
refers to the goat mentioned in the previous sentence. This would certainly
be an assumption in line with minimality and naturalness, so it ought to have
arather attractive pricefor alistener willing to spend allittle effort on accom-
modation.

In example (14), however, the noun pasture is not a body part term; in
fact, itisnotrelational at all, sothat it trandatesonly asa set-denoting expres-
sion. Thetranslation of the pasture, then, is Ay[pasture(y)], wherey is the
pasture and there is no explicit mention of any possessor of the pasture. This
makes it much more expensive to accommodate (14b), since the existence of
arelation between the pasture and the goat will haveto beinterpolated in ad-
dition to the assumption that the identity of the individual that standsin the
interpolated relation happens to be the slaughtered goat.

Thus | am suggesting that the contrast between (13) and (14) is exactly
parallel to the familiarity contrasts for possessives discussed in section 2.6.

(350 a | boughtitsliver from him.
b. 7 bought its pasture from him.

As predicted, the lexical possessive in (15a) works fine as a description of a
novel entity (assuming that the referent of the pronoun it is already familiar).
But the possessivein (15b) isan extrinsic possessive, and itsfelicitoususein
this context depends on whether (i) the pasture in question is already famil-
iar from surrounding context (perhaps | am pointing to it as | speak), or (ii)
there is amapping from goats to pastures that counts as familiar (perhaps we
have been talking about overgrazing in the neighborhood). In other words, in
parallel with (13), the lexical possessiveis easy to accommodate, and in par-
alel with (14), the extrinsic possessive (in a neutral context) requires more
accommodation.
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Accounting for narrowing

How can we use accommodation to account for narrowing in possessives?
First we must decide what the relevant presupposition will be. In chapter 2,
we observed that the use of a possessive description committed the user to
the existence of both the possessor and the possessee. That is, ause of John's
dog presupposes that John possesses a dog.

(16) Theuse of apossessive construction presupposes that
each member of the extension of the possessor phrase
possesses some entity in the extension of the possessee phrase.

Since John is the extension of the possessor phrase in John’s dog, this princi-
ple entails that John possesses some entity in the extension of the possessee
phrase dog.

Now consider again our original narrowing example.

(17) Most planet’srings are made of ice.

I gnoring the quantificational determiner for the moment, the extension of the
possessor phrasein (17) isthe set of planets. One reasonable construal of the
stipulation in (16), then, isthat a use of (17) will presuppose that all planets
haverings. If not every planet has rings, then (17) will beinfelicitous, since
the presupposition described in (16) will fail. If the listener chooses to ac-
commodate (17), she can assume that only those planets that have rings are
relevant, which isafairly minimal assumption and perfectly natural.

So goes the accommaodation story. On this perspective, just as the pos-
sessive construction automatically triggers accommodation of the presuppo-
sition of familiarity, a possessive construction can also automatically trigger
accommodation of possessorsthat violate (16).

The accommaodation approach seems like a plausible candidate analysis
for possessive narrowing. | amreluctant to pursueit further primarily because
accommodation by itsvery nature does not lead to firm predictions of the en-
tailments of possessives. If this vagueness in the way that accommodation
operated corresponded to an observed vagueness in the narrowing effect, |
would be more content to follow the accommodation path; but | find that nar-
rowing in possessives is absolutely systematic. That is, the narrowing effect
is more thoroughly grammaticized than an accommaodation analysis would
suggest.

A second example of true accommodation will help show just how reg-
ular possessive accommodation is by way of contrast.

(18) a Most dentists chew Trident.
b. Most dentists chew gum.
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In the non-possessive example in (18a), the presupposition due to the pred-
icate chew Trident narrows the domain of dentistsin away that is strongly
reminiscent of the narrowing effect for possessives.* That is, given areason-
ably cooperative listener, (18a) cannot be falsified by pointing out that more
than half of the dentistsin the world don’'t even chew gum. Surely thisisa
good candidate for an accommodation story: in order to accommodate (18a),
thelistener assumesthat the relevant set of dentistsisthe classof dentiststhat
chew something.

But notice that in (18b), there is no such presupposition. That is, there
iS no presupposition that dentists chew anything in (18b), and in this case
the statement will be falsified if fewer than half of the dentist chew gum. Of
course, with apreamble about the rel ative hygenic merit of chewing gum ver-
sus chewing tobacco, (18b) can be understood to be provisionally restricted
to aworld in which every dentist chews something.

The point of the examplesin (18) is that true accommodation is sensi-
tive to knowledge about the real world. Typical expectations and contextual
contrast sets are both relevant. However, the narrowing effect for possessive
is much more systematic.

(199 a Mostdentists Porsches are extremely expensive.
b. Most dentists' carsare extremely expensive.

Perhaps an accommodation story that explained the narrowing effect in (18a)
could generalizeto account for the narrowing effect in (19a), in which having
aparticular brand of car (i.e., a Porsche) is as specific as having a particular
brand of gum (i.e., Trident). But then wewould expect to beless certain about
thenarrowingin (19b). However, itisjust asclear in (19b) that the possession
relation restricts the set of relevant dentists, since (19b) cannot be falsified
merely by observing that half of the world's dentists fail to possessacar. In
other words, only dentists who own cars are relevant for the purposes of the
quantification in (19b).

Thus narrowing in quantificational possessives contrasts with the nar-
rowing observed in (18), since the narrowing effect for possessivesis abso-
lutely automatic. Therefore possessive narrowing deservesto be represented
inour truth conditions, rather than over-burdening the accommodati on mech-
anism.

If an accommodation account were the only attractive treatment, then
we would have no choice but to adopt it. But the remainder of this chapter
will demonstrate that the narrowing effect can be explained entirely within a
suitable characterization of truth conditionswithout hypothesizing any unob-
servableinfelicities.

4 Thanksto lvan Sag for this example.
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Before going on to develop a truth-conditional account of narrowing, |
would like to make an observation that might potentially give aformal anal-
ysis of accommodation trouble. The problem is that the information needed
in order to perform accommodation is contained in material that follows the
possessor. This means that accommodation can’t be as simple as attempting
to evaluate a sentence, recognizing aninfelicity, backing up to thepoint inthe
processing immediately before the beginning of the infelicitous expression,
changing the discourse model as necessary, and restarting.

(20) Most professors sons' sonslove her.

On the relevant reading, this sentence asserts that female professors tend to
be appreciated by their male grandchildren. Aslong as the implementation
of (16) recognizesthat all the material in the restriction, including both pos-
sessee phrases, constitutes part of the presupposed material, then the accom-
modation story will correctly predict that the extension of professorsin (20)
will be narrowed to the intersection of the set of professors with the set of
grandparents.

However, now consider the extension for the predicate son, beginning
with thefirst occurrence. The entities described by the possessor phrase most
professors’ sons must not only have a professor for a parent, they must also
themselves be fathers of male children. The accommodation account would
need to provide a model, then, in which the extension of son is narrowed to
includeonly those maleswhose mother isaprofessor and who have malechil-
dren.

But now consider the second occurrence of the noun son. The entities
described by the larger possessive most professors’ sons' sons must meet an
independent set of requirements. It isnot necessary that they have a professor
for aparent, anditisnot necessary that they themselvesbefathers. Infact, the
only way that a single individual could have properties consistent with both
descriptions is if that individual had a son of his own, and both his mother
and his paternal grandmother were professors.

So consider what the infelicity/accommodation/repair mechanism must
accomplish in order to provide an appropriately narrowed extension for the
first occurrence of son: it must recall the interpretation of the possessor
phrase, in order to narrow to the children of professors; it must look ahead
arbitrarily far (given examplesinvolving further levels of embedding), asfar
astheend of the chain of possessors, inorder to narrow to the set of fathers (or
grandfathers, or great-grandfathers, . . .); and it must undo the narrowing be-
fore moving on to the next possessee phrase, just in case that phrase contains
another occurrence of the same noun.
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On the theory developed below, we shall see that the assumptions that
are needed to account for the narrowing effect are needed independently sim-
ply in order to characterize the set of relevant cases. Thus the unselective
analysis devel oped here guaranteesthat the narrowing effect will be automat-
ically reflected by the predicted truth conditions for quantificational expres-
sions.®

5 Many people have been quick to challengethe suggestion that narrowing
may be at least partially distinct from accommaodation, though no one hasyet
explained away thetechnical difficultiesfor accommodation raised here. The
only substantiveargument | am aware of isdueto an anonymousreviewer for
the csL1 version based on the sentence Every man likes his dog. As pointed
out by the reviewer, this sentence can be taken as quantifying only over men
who are dog owners. According to the fragment devel oped here, the descrip-
tive content of hisdog is not part of the restriction of every. This means that
asfar aswhat has been said so far, my formal analysiswill not automatically
restrict attention only to those instances in which a man is a dog-owner. In
fact, | agreethat what seemsto be anarrowing effect for this sentenceisdueto
“standard” accommodation. More specificaly, it is well-known that definite
descriptionsin general presupposetheir descriptive content (see, e.g., section
5.1inchapter 11 of Heim (1982, 365), and compare (16) above). Thereforein
order for ause of thissentenceto befelicitous, thelistener must accommodate
apresupposition that men possess dogs, upon pain of encountering aquantifi-
cational instance which violates Heim's Extended Familiarity Condition. If
accommodation is heeded for possessives containing bound pronouns any-
way, the reviewer remarks, why not let it cover quantificational possessives
as well? But note that if my claim is correct that narrowing for quantifica-
tional possessivesismore systematic, i.e., more grammaticized, than accom-
modation in general, this predicts a subtle difference in status between the
following two sentences:

(i) Most lawyers's gynecologists fear lawsuits.
(i) Most lawyersrespect their gynecologists.

In (i), narrowing automatically restricts quantification only to female lawyers
(since malelawyersdo not have gynecol ogists), and (i) is predicted to be per-
fectly felicitouseveninacontext containing malelawyers. A useof (ii), how-
ever, requires accommodation (though perhaps only temporary accommoda-
tion) of a presupposition that all lawyers possess gynecologists. That is, the
predictionisthat (ii) morethan (i) will suggest that only women are laywers.
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4. Against univariable analyses

The conclusion reached at the end of the last section was that accommoda-
tion istoo vague as agrammatical principle, that we need away to represent
the narrowing effect in the truth conditions for a quantificational possessive.
How, then, areweto arrive at arepresentation of thetruth conditionsfor quan-
tificational possessives?

This section will consider a representation in which quantifiers from
quantificational possessives quantify over asingle variable, namely, the vari-
able corresponding to the possessor description. This will be inadequate,
sinceit will not lead to an attractive account of the narrowing phenomenon.

In fact, there are two standard model-theoretic approaches to represent-
ing the denotation of quantificational determiners that | will consider here.
Both are inadequate as a treatment of possessives, but in dightly different
ways.

Generalized quantifiers

The first approach | will call the generalized quantifier approach, and | will
take Barwise and Cooper’s (1981) analysis of nominal quantification as rep-
resentative of this approach. Generalized quantifier theory is based on the
idea that quantificational determiners denote relations over pairs of sets.

(21) a Every manismortal.
b. Most cats eat turnips.

In (21a), the two relevant sets are the set of men and the set of mortal things,
and the denotation of every requiresthat thefirst set be a subset of the second.
In (21b) (abstracting away from genericity), the denotation of most requires
that at least half of the elementsin the set of cats are members of the set of
turnip eaters.

The first set is the domain of quantification, and the second set is the
predicate that divides the elements of the domain of quantification into two
parts. In the terms of chapter 3, the restriction characterizes the first set, and
the nuclear scope characterizes the second set. In non-possessive construc-
tions, the method for reducing the restriction to aset is easy: take the surface
structure complement of the determiner (which will be a set-denoting nom-
inal), and the domain of quantification will be the extension of that comple-
ment. In (21a), for instance, the restriction of every is the nominal man, so
that the domain of quantification is the set of men.

The method for reducing the nuclear scope is a bit more complex. In
(21a), the nuclear scope amounts to the predicate is mortal.

(22) Mary lovesevery man.
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In (22), however, the predicate characterizing the second set isthe property of
being loved by Mary. Calculating this property requires examining the logi-
cal form for (22), in which the quantificational determiner phrase has raised
toadjointo S(seethelogical formgivenin section 3.3 for asimilar example).
Since the quantificational determiner phrase every man adjoinsto S, its com-
plement is atruth-value-denoting expression. |f we abstract over thevariable
left behind by Quantifier Raising, then we get a property characterizing a set
of entities, as shown in (23).

(23)  [every](Ay[man(y)]) (Ay[love(m, y)])

To see what goeswrong when we take the generalized quantifier approach to
guantificational possessives, imagine taking the recipe for the nonpossessive
cases and applying it to a possessive example.

(249) a  Every student’sdogs bark.
b.  [every](Ay[student(z) A 7 (z, y) A dogs(y)]) (Ay[bark(y)])

The problem arises from the fact that there are two candidates for a variable
to abstract over: one for the variable associated with the possessor descrip-
tion, and one for the variable associated with the whole possessive DP. The
representation in (24b) attempts to abstract over the variable corresponding
to the whole possessive. The result is a set of dogs and a set of things that
bark. Asshown in section 4.1, quantifying over a set of dogsis not aviable
interpretation for the possessive (recall that it predicts inappropriately strict
truth conditions for examples like most peopl€e's favorite color is blue).

Quantifying over the other variable, the one associated with the posses-
sor phrase, at least provides a domain of quantification containing students,
which is a step in the right direction. However, abstracting over the student
variableleaves uswithout a coherent property to use for the denotation of the
nuclear scope. That is, the nuclear scope is a predicate on things that bark,
not a predicate on students.

This naive attempt at finding a generalized quantifier representation for
the truth conditions for (24a) gives a clear idea of what the representation
should be.

(25) [every] (Az[student(z) A 3y[n(z,y) A dogs(y)]]),
(AzTy[n(z,y) A dogs(y) A bark(y)])

The representation in (25) says that (24a) will be true just in case the set of
students that own dogsis a subset of the set of entities that possess dogs that
bark.

So the problem with the generalized quantifier approach isthat there is
no clear way to get from the logical translation in (24b) to the desired truth
conditions asin (25). The point of (25) is that the desired truth conditions
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involve copying a certain amount of material from the restriction—namely,
the remainder of the host after the possessor phrase has been removed—and
placing it in the position of the variable left behind by Quantifier Raising in
the nuclear scope.

Restrictive quantification

Thesecond approach to alogical representation for sentencesinvolving quan-
tificational determinersthat | would like to consider here a so recognizes the
distinction between the restriction and the nuclear scope. It does not involve
abstraction over the restriction and the nuclear scope, but rather abstractsover
both expression translations at once. | will call thisthe restricted variable ap-
proach, as exemplified, e.g., by McCawley (1988, chapter 18) or Gawron and
Peters (1990).6

(26) [Mary loves every man] = [every], (man(y)), (love(m,y))

Theideaisthat (26) will be satisfied just in case every way of assigning an
entity to thevariabl ey which satisfiesthe proposition expressed by therestric-
tion (here, the proposition that y is a man) also satisfies the proposition ex-
pressed by the nuclear scope (here, the proposition that Mary lovesy). There
isno separate abstraction for the nuclear scope, whichissimply atruth-value-
denoting expression which just happens to have a free occurrence of the re-
stricted variable.

The advantage for this approach for possessivesisthat thereis no worry
about choosing a variable to abstract over for the nuclear scope; instead, we
just leave the nuclear scope as an expression denoting a truth value and let it
be satisfied or not according to the quantification of the larger formula.

(27) [every], (student(y) A Jz[r(y,z) A dog(z)]),
(bark(z))

The truth conditions for (27), then, come out as requiring that for any way
of assigning an entity to the variable y that satisfies the proposition that y is
a student who owns a dog, that assignment also satisfies the proposition that
some entity = barks. However, the fact that the entity of which barking is
predicated somehow dependson the choi ce of the student under consideration

6 Thesereferences have been chosen somewhat at random; there are many
important differencesbetween the conception of quantificationinthoseworks
and the characterization of restrictive quantification given here.
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islost, since the existential quantifier inserted in the restriction in (27) does
not have scope over the occurrence of y in the nuclear scope.”

To summarizethe situation so far, the problem with both the generalized
quantifier approach and the restricted quantifier approach is that abstraction
distinguishes a single variable when there are always at least two variables
that are crucial to the interpretation of a possessive. | will suggest below a
system for representing the denotations of sentencesinvolving nominal quan-
tification which combines the strengths of both of these approaches: quan-
tificational determiners denote generalized quantifiers, that is, relations over
pairs of sets; and membership in the setsis determined by means of satisfac-
tion of propositions with respect to an assignment of entitiesto variables.

Before leaving the topic of univariable analyses, | would like to make
one additional point. One particularly popular first approximation to the se-
mantics of quantificational possessivesholdsthat the quantifier abstracts over
the variable corresponding to the possessor (so far so good), and the second
argument combinesthe content of the possessee phrase with the remainder of
the nuclear scope.

(28) a  Most planets' rings are made of ice.
b.  most(planets(x), have-rings-made-of-ice(x))
c. most(planets-that-have-rings(x), have-rings-made-of-ice(x))

In (28b), the second argument builds a complex property out of the possessee
phrase and the nuclear scope. That is, on the syntactic analysis of chapter 1,
ringsand ice are never part of aconstituent that does not also include planets.
Thus the semantic constituency suggested by (28b) and (28c) goes against
the syntactic constituency argued for in chapter 1, and goes against the logi-
cal form constituency arguments in chapter 3 aswell. To the extent that the
arguments in those chapters are valid, these analyses are non-compositional
asthey stand. Furthermore, in order to explain the narrowing effect, the ap-
proach in (28b) would have to appeal to the accommodation story, with all
of the problems that would carry with it as described in the previous section.
Therepresentation in (28c) would at least build the narrowing effectsinto the
truth conditions, but at the cost of copying material so that it appearstwicein
the logical representation.

7 But seethe dynamic logic proposed by Groenendijk and Stokhof (1991)
for a potentia solution to this puzzle on which an existential quantification
can, in effect, bind occurrences of avariable not in itslogical scope.
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Sharpening the donkey anaphora parallel

| would liketo suggest that thetensionin theinterpretation of quantificational
possessives between the characterization of the domain of quantification ver-
sus the set described by the restriction is anal ogous to the donkey anaphora
problem.

(29) Usualy, if awoman owns adonkey, it brays.

Consider the donkey anaphorain (29). Each casethat isrelevant for the quan-
tification must somehow specify the identity of the woman variable and the
donkey variable.® If the pronoun it happens to translate as the donkey vari-
able, we get a donkey anaphora reading on which the denotation of the pro-
noun varies with the choice of adonkey for each case in the quantification.

(30) a  Most women'sdonkeys bray.
b. [Most women'sdonkeys], [y bray].

Now consider the quantificational possessive example in (30a). Quantifier
raising will raise the quantificational possessive, leaving behind a coindexed
trace, asindicated in (30b). Asfor the donkey anaphora example, each case
that is relevant for the quantification must somehow specify the identity of
thewoman variableand also of thedonkey variable. Since Quantifier Raising
automatically coindexes the trace left behind in the subject position of bray
with the donkey variable, then for each case, the entity that is asserted by the
nuclear scopeto bray will be the same entity that is asserted by therestriction
to be a donkey.

8 Here | mean for “the woman variable’ to refer to the variable corre-
sponding to the logical trandation of the indefinite expression a woman. In
order to makethisway of speaking more precise, recall from chapter 3that de-
scriptionsall receiveauniqueindex inlogical form. Theindex ischosenfrom
the set of variable symbolsin the logical language, and the tranglation rules
are designed so that the index of a description will be incorporated into the
trangation of the description as the variable whose value is to be described.
Thus if the description [a woman],, receives the index z in logical form, it
will trandate as the logical expression Az[woman(z)]. Thusin this situa-
tion, “the woman variable” refers to the variable z. Similarly, “the donkey
variable” refersto the index of the closest DP node dominating the nominal
donkey in logical form. Perhaps a more intuitive way to think of this termi-
nology would be to think of the woman variable as the variable for which
the expression in question entails that the entity denoted by that variableis a
woman. | will often use thisless precise but more convenient way of naming
variables throughout the remainder of the dissertation.
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From thisperspective, the main difference between the donkey anaphora
and the quantificational possessive example is that in the donkey anaphora
example, the pronoun is only bound accidentally, while in the possessive ex-
ample, the mechanics of Quantifier Raising automatically guarantee that the
variable in subject position will be bound by the quantification.

What can we make of thisformal parallel between donkey anaphoraand
quantificational possessives? Clearly any formal account of donkey anaphora
that can account for the truth conditions of (29) will be capable of describing
the truth conditions of (30). For a particularly intriguing example, consider
the E-type analysis of donkey anaphora as advocated by, e.g., Heim (1990).
On her theory, the donkey anaphorareading of (29) isavailableonly whenthe
pronoun it in (29) is an E-type pronoun, in which case it denotes a function
that maps each woman to her donkey. The function denoted by an E-type pro-
noun formalizestheintuition that the relationship between some key individ-
ual (thewoman) and thereferent of the E-type pronoun (the donkey pronoun)
holds constant across all of the cases of a quantification. For quantificational
possessives, the possession relation between the possessor and the possessee
is just such afunction. If we attempt to extend the E-type account of don-
key anaphora to the interpretation of quantificational possessives, however,
we must stipulate that Quantifier Raising leaves behind an E-type pronoun
denotation instead of a trace when it raises a quantificational possessive.

Inany case, the next sections present atheory of quantificational binding
which treatsthe binding of donkey pronounsand quantificational possessives
as two aspects of the same mechanism.

5. Unselective binding

In the previous section we saw how the behavior of possessivesin quantifi-
cational contextsis part of a more general phenomenon in which quantifica-
tional operators bind more than one variable at atime. In particular, we saw
that donkey anaphoraand quantificational possessivesboth require some sort
of analysisonwhich asinglequantifier can, in effect, bind morethan onevari-
able. | showed that (non-dynamic) univariable analyses will have difficulty
accounting for the narrowing effect for quantificational possessives. There-
forel will go onin the next three sectionsto present an analysis that depends
on unsel ective binding, in which a single quantificational operator can simul-
taneously bind several variables at once. | have no doubts that dynamic uni-
variable analyses (see especially Chierchia (1990)) can provide an adequate
account of narrowing. | have decided to pursue an unselective binding ap-
proach, then, mostly becauseit provides a particularly simple framework for
describing the facts.
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Unselective binding was proposed by Lewis (1975) and developed in
Kamp (1981) and Heim (1982). In univariable analyses, an indefinite descrip-
tion such asa donkey tranglates as atruth-val ue-denoting expression in which
an existential quantifier 3 binds the described variable. One consegquence of
this strategy isthat the described variable is not free, and therefore cannot be
bound by an superordinate quantifier. On the unselective binding approach,
descriptionsal so translate astruth-value-denoting logical expressions, but the
variable corresponding to the described entity is not bound. Because the de-
scribed variables are free, quantificational operators can bind any description
in their logical scope. The basic idea of unselective binding, then, isthat a
guantifier can potentially bind severa free variables at once.

Onthesimplest version of thisapproach, aquantificational operator will
bind all of thefreevariablesin itsscope. Thisiswhat makesthe binding ‘ un-
selective’: any free variable will be bound without prejudice. We shall see
that thisisan oversimplification. Not every variablewhich can potentially be
bound will be bound for any given reading of a quantificational expression.
For instance, on Heim’s system, variables corresponding to indefinites could
be bound, but not variables corresponding to definites. Thusabetter namefor
the system devel oped here would be selective binding, with the understand-
ing that a quantifier can select more than one variable at atime. However, |
will continue to use the term ‘unselective’ for the sake of tradition. The next
section will briefly discuss how to predict which descriptions will be bound,
paying special attention to possessive descriptions.

Perhaps the main empirical problem for the unsel ective approach comes
from the proportion problem. Therefore | will devote section 4.7 to arefine-
ment of the unsel ective binding approach which is suitable for describing the
proportion facts. Then in section 4.8, | will go on to show how the proposed
account of the proportion problem in general makes good predictionswith re-
spect to quantificational possessives. In particular, | will arguethat aproperly
designed theory of proportion will explain the perspective paradox without
the need for any stipulations specific to the possessive construction.

Quantifying over assignment functions

Oneway of viewing the main innovation of unselective binding isthat quan-
tifiers no longer quantify over individuals, they quantify over sequences of
individuals. Thisiswhat allows a quantifier to bind several variablesinstead
of just one. | will model sequences of individuals as assignment functions,
so that technically quantifiers quantify over assignment functions. The next
section will explore adightly more complicated system on which quantifiers
quantify over sets of assignment functions (but all of the formal machinery
introduced in this section will carry over into the next).
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To see why Lewis proposes that some quantifiers quantify over se-
guences of individuals, consider the quantificational expressionsin (31).

(3) a Usudlly, if awoman owns adonkey, she beatsit.
b. Most women who own a donkey beat it.
c. Most women's donkeys are beaten by them.

(32) For at least half of the pairs (z, y) such that
z isawoman and y isa donkey and x possessesy,
itisalsotruethat = beatsy.

In (31a), usually isan adverbial quantifier with theif clausefor itsrestriction
and themain clausefor itsnuclear scope. For Lewis, the quantifier denoted by
usually unselectively binds both the woman variable and the donkey variable.
Thus on one of itsreadings, (31a) has the paraphrasein (32).

Heim (1982) shows that if unselective binding is extended to nominal
guantification, asin (31b), it provides a general account of donkey anaphora.
In (31b), for instance, the pronoun it can denote avariable bound by the quan-
tifier. On the reading where it translates as the same variable described by a
donkey, the quantifier bindsboth occurrencesof thevariable. Similar remarks
apply to the interpretation of the pronoun she. Thisishow thereisainterpre-
tation on which there is an entailment that the women who owns the donkey
beats the donkey that she owns.

What | am proposing here isthat the same unsel ective binding provides
an interpretation for the quantificational possessivein (31c). Here the quanti-
fier simultaneously binds both the possessor variable and the possessee vari-
able, so that (31c) also has a reading as paraphrased in (32), just like (31a)
and (31b).°

L et us see how unsel ective binding worksin alittle more detail, and then
see how the narrowing facts described in section 4.2 fall out.

Lexical versus extrinsic readings

Imagine that we are talking about kindergarten teachers and their dictatorial
ways.

9 For some speakers, (31b) may carry an additional entailment that each
(relevant) woman owns at most one donkey. See Kadmon (1987), especially
chapters 10 and 11, for discussion. Also, notice that (31c) containsthe plural
pronoun them. There are many difficult problems involving the grammati-
cal number of anaphoric pronounsthat | am ignoring here. See, e.g., Roberts
(1987) and Root (1985). The same point could be made here using only sin-
gular pronounsby replacing most with every, although thiswould removethe
crucia proportionality due to the truth conditions of most.
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(33) Most teachers' children obey them.

Notice that the pronoun them is a donkey pronoun anaphorically related to
the teacher description. Thus we would like to make sure that our truth con-
ditionsfor (33) guarantee that the person that each set of children is asserted
to obey turns out to be the same teacher denoted by the possessor.

Given the analysis of lexical versus extrinsic possession developed in
chapter 2, wewould expect (33) to have at | east two readings, dueto the ambi-
guity of the nominal child: either child denotes a two-place relation between
a parent and a child, or it simply denotes a set of children (but continues to
entail the existence of some unspecified parent for each child).

(34) a [most]([teachers(z) A children(z,y)], [obey(y, z)]).
b. [most]([teachers(z) A m(z,y) A children(_,y)], [obey(y, z)]).

Recall from chapter 3 that the quantificational determiner most embedded in
the possessor phraseraisesto take scope over the entire sentence, asindicated
in these two logical expressions provided by our fragment.

The logical formulain (344) gives the lexical reading for children, on
which there is an entailment that there is a kinship relation between the
teacher and the children. This reading is appropriate if we are commenting
on how even when akindergarten teacher hastrouble controlling his students
at school, he can still maintain control in his own home,

Let us concentrate on this reading first, and then return to the extrin-
sic reading in a moment. Assume that the quantifier denoted by most binds
both the teacher variable and the child variable. Then the quantification will
need to keep track of all of the various assignment functionsthat assign x to
ateacher and y to aset of children.

(35) x y [teachers(z) A children(z,y)] obey(y,z)
a t1 C1 yes yes
b. t2 Co yes yes
C. t3 C3 yes no
d. p1 1y no e
e ti ¢ no -

Inthistiny model, in two out of three situations involving ateacher and their
children, the children obey the teacher.

Recall from section 2.7 that an assignment function satisfies a formula
just in case it assigns entities to the variables that are free in that formulain
such away that theformulaistrue. For instance, thetrandation of therestric-
tion of the quantification of (33) will be satisfied by any assignment function
that assigns x to ateacher and y to aset of children such that z isthe parent of
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y. Similarly, the translation of the nuclear scope will be satisfied just in case
y obeys .10

Theother two assignment functionsillustrated in (35d) and (35€) are not
relevant for the quantification. Thisisbecausethey do not satisfy the restric-
tion. Take (35d) asindicating that the fourth assignment function assigns the
x variable to a potato and the y variable to a set of tables; then clearly the
restriction will not be satisfied by this assignment function. Similarly, in the
assignment function suggested by (35e€), z is assigned to ateacher and y is
assigned to a set of children, but they do not stand in the relevant possession
relation.

In general, then, an assignment function will beignored if it doesn't sat-
isfy the restriction. There are avariety of other technical detailsinvolved in
specifying exactly which assignment functions that are relevant for a quan-
tification that will be addressed below. For now, assume that we have a sys-
tem that will correctly predict that (33) will be true based on the information
depicted in (35).

Noticethat we are comparing the satisfaction of therestrictionto the sat-
isfaction of the nuclear scope with respect to each assignment function one at
atime. This means that the value of the variables in the nuclear scope will
take on the same valuesthey did for the restriction for each linein the chart.
Thisiswhat guaranteesthat the donkey anaphoraworks out correctly, so that
we only examine whether two entities stand in the obey relation if they are
the same entities that we just verified also stand in the possession relation.

Now itisclear how theextrinsic reading for the possessivegivenin (34b)
will lead to different truth conditions for the quantificational expression. On
the extrinsic reading, there is no kinship entailment. This reading would be
appropriatefor (33) if wewerecommenting on thefact that kindergarten chil-
dren are for the most part well-behaved in school. Here, the possession rela-
tion is a pragmatically determined proximity relation between teachers and
children. Assume in this context that a teacher’s children are the students of
that teacher. Then a different set of assignment functions will satisfy the re-
striction. In particular, the assignment function in (35€) might satisfy the re-
striction on the extrinsic reading, and the assignment functionsin (35a), (35b)
and (35c) most likely would not (since it is rare that kindergarten teachers
teach only their own children).

Thismeansthat thelexical reading and the extrinsic reading will belogi-
cally independent of one another. Imaginethat kindergarten teachersfall into
two classes: either they are kind, in which case their own children obey them

10 |n section 4.8, we will define how a set of assignment functions can sat-
isfy aformula along the same lines. if some member of a set of assignment
functions satisfies the formulain question, then the whole set does.
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but they can’t control their students; or they are mean, in which casethey can
keep their studentsin line, but their own children rebel. Then the satisfac-
tion of (33) will depend on which kind of teacher is more common. If most
teachers are kind, the lexical reading will be true and the extrinsic reading
will be false, but if most teachers are mean, the opposite will hold. If there
are exactly as many kind teachers as mean ones, then neither set will have a
majority, and the quantification will be false on either reading.

It isimportant to notice that thereis no reading of (33) in which we can
mix the kinship relation with the extrinsic teacher/child relation. That is, it
would be possible to imagine constructing a characterization of the truth con-
ditionsfor (33) on which the possession relation holding between the teacher
and the set of children could vary with each choice of ateacher. Then the nu-
clear scope would be satisfied just in case for each teacher there was some
set of children, either their students or their own children, that obeyed them.
That would predict that in the situation just described, in which half of the
teachers are kind and half are mean, the quantification could be true, since
for any given teacher there is some potentially relevant set of children that
are obedient.

Thisreading isnot available, however. In some sense, you haveto spec-
ify what possession relation you have in mind before you begin to examine
particular casesto see whether they serve to confirm or disconfirm the quan-
tified assertion. In the system presented here, this is guaranteed by the fact
that the quantifications are evaluated with respect to logical formslikethat in
(34) in which the choice between a lexical reading and an intrinsic relation
depends on which lexical sense of the possessee nominal is chosen.

In other words, the choice of a possession relation holds constant across
aquantification. Itis easy to imaginethat any detailed account of the seman-
tics of possessives could guarantee this uniformity, but it is good to convince
ourselvesthat the analysiswe have is one that gets thisfact right.

Narrowing

Now we are ready to see how unselective binding automatically predictsthe
narrowing effect for quantificational possessives.

(36) a Most planets' rings are made of ice.
b. [most]([planets(z) A rings(z, y)], [made-of-ice(y)])

On the simple theory of unselective binding described above, then, (36) will
be true just in case at least half of the assignment functions that satisfy the
restriction also satisfy the nuclear scope.!!

L Quantifiers other than most will have similar satisfaction conditions, as
detailed in section 4.9.
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It isimmediately clear how this accounts for the narrowing problem.
(37 planet rings madeof ice

Saturn 1 yes
Neptune 74 yes
Uranus T3 no

Mercury —— ——
Venus _
Earth _
Mars _
Jupiter _
Pluto _

TS@meQ oo

The facts reported in (37), then, are consistent with a solar system in which
Saturn and Neptune have rings made of ice, but the rings of Uranus are made
of methane.

By construction, the outcome of the quantification dependsonly on those
assignment functions that satisfy the restriction. Only the first three planets
listed in (37) even haverings, so outcome of the quantification depends only
on the assignment functions suggested by (37a), (37b), and (37c). Since two
out of three of the assignment functionsthat satisfy the restriction al so satisfy
the nuclear scope, we correctly predict that (36) will be true in the situation
depicted in (37). Since the other six assignment functions do not satisfy the
restriction, they are ignored.'2 In effect, the domain of quantification auto-
matically narrowsto consider only those planets that possess rings.

Beforewe can turn our attention to the proportion problem, wemust first
say alittle bit more about how to decide which variableswill be bound by a
guantifier.

6. Absorption

Which variables in the scope of alogical operator get bound? If quantifi-
cational binding were truly unselective, then every description in the logi-
cal scope of an operator could potentially give rise to a variable bound by
that quantifier. However, in general, only some of those variableswill in fact
be bound. I will not attempt a complete account of variable binding here, of
course, but some general remarksarein order. In particular, we shall see that

12 Technically, these assignment functions (and all assignment functions)
will still assign some entity to the ring variable, it's just that this value will
not satisfy the restriction: either it will be an entity that is not a set of rings,
or it will be a set of rings that is not possessed by the planet in question.
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possessives, both quantificational possessives and non-quantificational pos-
sessives, pattern with definite descriptions with respect to binding.

Assume that we have some token of a quantificational expression in
mind. Then let V' bethe set of bound variables for that instance of quantifi-
cation. | will assume that each member of V' occurs at least once somewhere
in the translation of the restriction or the nuclear scope. We can divide the
expressionsthat give rise to potentially bindable variablesinto pronouns, in-
definite descriptions, definite descriptions, and possessives.

Pronoun variables can either be bound or not, subject to acomplex set of
syntactic binding constraints. When a pronoun is not bound by a quantifier,
itisdeictic.

(38) a Every woman liked her.
b. Every woman believes sheisintelligent.

In (38a), the pronoun her cannot be bound by the quantifier denoted by every
because of asyntactic constraint that would requireareflexiveinthisposition.
Sinceitisnot bound, itsreferent is fixed independently of the quantification,
leading to the entailment that there is a particular woman who was liked by
all the women. In other words, the pronoun in (38a) is deictic.

In (38b), the pronoun she occurs embedded in acomplement clause, and
it can optionally be bound by the matrix quantifier. If it isnot bound, we get a
deictic reading similar to that in (38a) on which thereis a single woman who
iswidely admired. If it is bound, then (38b) entails that each woman holds
her own clevernessin high regard. One way to be surethat a pronoun can fail
to be bound by a quantifier isthat it can be bound by a second quantifier.

(399 Most boys believe that every sensible man believes heisintelligent.

Thevariable denoted by the pronoun he can be bound either by the quantifier
denoted by most or by every. On the reading on which heisbound by the most
quantifier, (39) claimsthat most boys think that they are universally admired
by their elders.

We assumed in the fragment in chapter 3 that a pronoun can denote any
variable at all. Thisassumption leads to overgeneration, but it will serve our
purposes here asasimplefirst approximation. If the pronoun translatesasthe
variable that indexes the man description, it will be bound by the same quan-
tifier that bindsthe man variable. If, on the other hand, the pronoun translates
asthe variable that indexes the boy description, it will be bound by the same
description that binds the boy variable. (If the pronoun translates as neither
of these variables, it will be deictic.) We will use the ability of avariableto
be bound by either one of apair of quantifiers as adiagnostic for whether that
variableis necessarily bound by the closest commanding quantifier.
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I will not attempt afull characterization of when a pronoun can or can-
not be bound. However, it is especially important to realize that a pronoun
can only be bound if it denotes a variable that is bound independently of the
pronoun.

(40) Most men believe that sheisintelligent.

Because of the entailments due to gender marking, the pronoun she cannot
translate asthe man variable. The point of interest isthat the pronoun variable
cannot be bound by the quantifier denoted by most. That is, (40) only has an
interpretation on which sheisdeictic; thereisno reading of (40) onwhich the
choice of woman varies with each choice of a man.

Asfor indefinitedescriptions, asfar as| know anindefinitevariable(i.e.,
avariable indexing an indefinite description) can always be bound.

(41) Most women believe that every man admires a character on Dallas.

Theindefinite a character on Dallasisinthelogical scope of both most and
every. It can be bound by either one, leading to one reading on which each
women has aparticular star in mind (i.e., the character variable bound by the
matrix quantification), and one on which each woman has a belief that each
man has his own personal favorite, without believing that the men all like the
same actor (i.e., the character variable bound by the lower quantifier).

Whether or not a definite variable is bound depends on the structure of
the definite. Usually, definites are not bound. But if the trandation of a defi-
nite description contains a bound variable, then the definite variable will also
be bound.

(42) a  Usually, if awoman hates the donkey that she owns,
she beatsit.

b. Usually, if awoman hates her hair, she cutsit.

In (38a), the definite description the donkey that she owns contains the pro-
noun she. On the reading on which she denotes the variable that indexes the
woman description, the referent of the donkey that she owns will potentially
vary with each choice of awoman. Similarly for the possessive in (42b): if
the pronoun her is bound, then each woman cuts her own hair.

Heim (1982) explains such examples by stipulating that a new donkey
isaccommodated for each instance of the quantification. Instead, | will adopt
the strategy of Gawron and Peters (1990), who take the examplesin (40) as
demonstrating that some definites can be bound. They describe the class of
definites that will be bound by means of a principle which they call the Ab-
sorption principle. | have adapted their insight for my own purposes here,
although | have kept the same name.
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(43) Absorption:
If the trandation of a description with index «
contains an occurrence of avariabley € V,thenz € V.

That is, if a description contains a bound variable, that description is bound
by the same quantifier. (See also Gawron, Nerbonne, and Peters (1991) for a
discussion of absorption and its consequencesfor donkey anaphora.) Accord-
ing to the Absorption principle, the reason that the definitein (42a) is bound
by the quantification (on the relevant reading) isthat itstrand ation containsa
pronoun that happens to be bound (namely, she). By the sametoken, the rea-
son that the possessive in (42b) is bound is because its trandlation contains a
bound pronoun (namely, her).

In the case of possessives, there is another factor that determines when
variablesin the translation of a possessive will be bound.

(44) Thevariable corresponding to the surface structure complement
of aquantificational determiner is aways bound by the quantifier
denoted by that determiner.

Thisruleisjust an explicit statement of the fact that in the sentence Every
woman snores, the woman variableis necessarily bound by the quantifier due
to every.

(45) Every woman'sdog snores.

Similarly, in the quantificational possessive in (45), the possessor variable
will be bound, since woman is the surface structure complement of every.
Furthermore, thanks to the Absorption principle, the variable corresponding
to the entire possessive will be bound, since the trandation of the possessive
contains a bound variable. Thus (44) in combination with the Absorption
principle predicts that the quantification in a quantificational possessive will
bind all of the possessee variables, in addition to most deeply embedded pos-
sessor variable,

To summarize this section, we can predict which variableswill beinthe
set of bound variables V' asfollows: indefinites prefer to be bound, but need
not be bound; definites (including possessives) will be bound only if their
trangl ation containsabound variable; and apronounwill beboundjust in case
it translatesas avariable whichisbound for independent reasons. |n addition,
the surface structure complement of a quantificational determiner always de-
scribes a variable bound by the quantifier. By virtue of the Absorption prin-
ciple, this means that all possessee variables in a quantificational possessive
will be bound.

Obvioudly, this characterization is a very rough approximation at best,
but a more accurate theory would takes us far away from our main interest.
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What isimportant for the interpretati on of possessivesisthat apossessive de-
scription (including quantificational possessives) will be bound by a quan-
tifier just in case its denotation depends on a variable that is bound by that
quantifier.

7. Casesand the proportion problem

One of the main objectionsto the unsel ective binding approachisthat it does
not make good predictionsin certain kinds of situations. On the simple ver-
sion of unselective binding presented in section 4.5, any assignment func-
tion will participate in the evaluation of a quantifier, so long as that assign-
ment function satisfiesthe restriction. Often there are too many such assign-
ment functions. That is, often there are more distinct assignment functions
than there are intuitively distinct cases in the quantification. Since Kadmon
(1987), thishas been known asthe proportion problem, becauseit arisesin sit-
uationsinwhich the set of distinct assignment functionsare distributed across
the set of bound variables in a lopsided fashion. (This characterization of
the proportion problem will be explained in detail shortly.) Clearly, distinct
assignment functions do not always count as independent cases for a quan-
tification. Instead, some assignment functions must be grouped together and
counted as a unit.

For any given use of a quantificational expression, the way in which as-
signment functions are grouped together depends partly on the entail ments of
the expression, and partly on the facts of the world as reflected in the model
against which the expression is to be evaluated. In other words, predicting
the readings of quantificational sentences depends partly on the grammatical
properties of the sentence, and partly on thefacts of theworld. Inthissection,
| will comment on how assumptionsabout the way the world works can influ-
encetheavailability of proportional readings, and | will also suggest two spe-
cificrulesthat will partially characterize the way that grammatical properties
of aquantificational expression also constrain the availability of proportional
readings, although | can hardly attempt a complete account of the proportion
problem here, these two rules will be sufficient for our larger purpose, which
isto investigate the properties of quantificational possessives.

Once we have some understanding of the range of possible proportional
readingsin general, section 4.8 will return to the interpretation of quantifica-
tional possessives. We will see that quantificational possessives have more
than one proportional reading, just like any quantificational expression in-
volving multiple binding, and that thisis what accounts for the intuition that
there are multiple perspectives on the quantification arising from a quan-
tificational possessive. In particular, we shall see that there is a possessor-
dominant interpretation, and a symmetric interpretation.
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Cases

The proportion problem has been discussed in detail by Heim (1982), Bauerle
and Egli (1985), Kadmon (1987), and many others. Kadmon observesthat in
general, a quantifier that binds two variables will give rise to at least three
distinct interpretations.

(46) a  Usually, if awoman owns adonkey, sheis happy.

b. Usualy, if adrummer livesin an apartment complex,
itishalf empty.
c. Usudly, if aman meetsachild, they smile at each other.

These three sentences are designed to render each of the three kinds of in-
terpretation more prominent. In each example, the adverbial quantifier binds
two variables, but the variableshave adifferent statusin each of the sentences.
In (464), the quantification intuitively quantifies only over women, so that the
number of donkeys each woman ownsisirrelevant. In (46b), the quantifica-
tion intuitively quantifies only over apartment complexes, so that the number
of drummersthat live in each apartment complex isirrelevant. In (46c), the
guantification ranges over situations in which a man meets a child, so that if
a particular man meets a number of children, each encounter is relevant for
the quantification; that is, in (23c), both variables are relevant. If one vari-
able isirrelevant for distinguishing cases, following Kadmon, we will call
such a quantification ASYMMETRIC. Thus the preferred readings of (46a)
and (46b) are asymmetric readings. In (46a) the woman variable dominates
over the donkey variable, and in (46b) the apartment variable dominates over
the drummer variable. In contrast, the quantification in (46¢) isSYMMETRIC,
since the man variable and the child variable are equally important for distin-
guishing cases.

The problem with simple unselective binding isthat it is capabl e of rep-
resenting only the symmetric reading, since it gives equal weight to each as-
signment function that satisfiesthe restriction. Consider the truth conditions
for (46a) in the situation depicted in (47).

47 woman donkey happy
a w dy yes
b. ws ds yes
C. w3 ds no
d ws ds no
e ws ds no
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Inthissituation, onewomen (namely, ws) owns more donkeysthan therest of
the donkey-owning women combined.'® If we count assignment functions,
as suggested in the previous section, then we have two assignment functions
satisfying the restriction for which the nuclear scopeis true, versus three for
whichitisfalse. Thuswe predict that the generalization expressed by (46a) is
faseinthissituation. But the normal intuitionisthat on the preferred reading
of (46a), the number of donkeys per woman isirrelevant; we ought to predict
that (46a) will betruein thissituation, since two out of three donkey-owning
women are happy. Because the unselective scheme does not know which as-
signment functionslisted in (47) to ignore, it can predict only the symmetric

interpretation.
Similar remarks hold of the asymmetric quantificationin (46b).

(48) drummer apartment half empty

a da ai yes

b. do az yes

C. ds as no

d. ds as no

e ds as no

The fact that one apartment building (namely, ag) houses more drummers
than the other apartment buildings combined is irrelevant. Once again the
unsel ective approach incorrectly predictsthat (46b) should befalsein thissit-
uation.

Only for the symmetric case does the unsel ective system give good pre-
dictions.

(49 man child smile
a ma C1 yes
b. mo Co yes
C. ms Cc3 yes
d. my Cq no
e my Cs no
f. ms no
g ms Cs no

Despite the fact that some men meet more than one child (m4 and ms), and
despite the fact that some children meet more than one man (¢4 and ¢5), each

13 Thisis an odd way to talk about such a small number of women and
donkeys, but since we will often need to keep track of individual assignment
functions, it will be convenient to keep the numbers of participants as small
aspossible. | will alwaysintend for my remarks here and below to scale up
to more realistic situations.
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man/child encounter counts as a separate case for the purposes of evaluat-
ing the quantification. Thusthe simple unselective account correctly predicts
that (23c) will befalseinthissituation. If we ignored either the man variable
(collapsing the last four instancesinto two cases) or the child variable (again,
collapsing the last four instances into two cases), we would incorrectly pre-
dict that (23c) istruein this situation, since the quantificational score would
be three cases for versus two cases against. But this does not agree with the
standard judgment on the preferred reading of (23c).

Obviously, we need a mechanism for grouping assignment functions
into cases. Root (1985), working in aDRT framework, suggests that embed-
ding functions need to be grouped together into equivalence classes for the
purposes of keeping scorefor quantification. | haveimplemented thisideafor
unsel ective binding by means of a mechanism reminiscent of the calculation
of Schwarzschild's (1989) select-tuples. Schwarzschild groups assignment
functionsinto equivalence classes based on the set of variablesthat are bound
by the quantification; | generalize this technique by relativizing the equiva-
lence classes to arbitrary subsets of the bound variables.

Let us see how this works in more detail. Assumethat V' contains the
set of variables that are bound by a given instance of quantification, and let
R beasubset of V. Then R will beinterpreted as the set of variablesthat are
relevant for distinguishing cases. Thisset R will induce a partition on the set
of assignment functions as described in (50).

(50) Cases:

Two assignment functions will be members of the same case
if and only if they agree on what they assign to variablesin R.

To see how thisleads to a description of the observed interpretations for the
asymmetric examples above, consider again the situation against which we
evaluated (46a). Assume that the woman variableis relevant, but the donkey
variableisnot, that is, R contains only the woman variable.

(51 woman donkey happy
a w dq yes Casel
b. ws ds yes Casell
C. ws ds no Caselll
d. w3 ds no
e w3 ds no

According to therulein (50), the assignment functionsin (c), (d), and (€) will
be members of the same case, since they agree in assigning the woman vari-
ableto the sameentity (namely, ws). Thiscase structure clearly indicatesthat
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the score for the quantification should be two to threein favor of the general-
ization, as desired.

Similarly, if we assumethat the set of variablesthat arerelevant for dis-
tinguishing cases in (46b) contains only the apartment variable, then we get
the desired case structure for the apartment-dominant reading for (46b).

(52) drummer apartment half empty
a d ai yes
b. d2 az yes
C. ds as no
d. dy as no
e ds as no

Sincetheassignment functionsin (c), (d) and (e) all assignthe apartment vari-
able to the same entity, they are all members of the same equivalence class,
regardless of what they assign to the drummer variable. Given the correct
choice for the membership of R, once again we predict the correct truth con-
ditions.

It will be convenient to officially adopt some of the terminology | have
been using in the discussion above.

(53) a A caseisasetof assignment functions.
b. A member of acaseisan INSTANCE of that case.

Onthe simpleunsel ective binding scheme, an assignment functionisalwaysa
caseall by itself; but onthe refinement proposed here, an assignment function
isjust ainstance of acase.

Note that by generating the set of cases from a set of distinguished vari-
ables R, we explicitly guarantee that there will be a one-to-one correspon-
dence between proportional readingsand setsof bound variables. Thuswhere
therearetwo bound variables, asin the examplesin (46), therewill potentially
be four readings: one reading in which both variables are relevant for distin-
guishing cases (the symmetric reading), two asymmetric readings in which
onevariableisrelevant and the other isnot, and afourth in which neither vari-
ableisrelevant. On hisfourth reading, R is the empty set, which leads to a
degenerate case structurein which all of the assignment functions are viewed
asinstancesof asinglecase. Assuming that we have someset of principlesfor
predicting which variables will be relevant in any given situation, the avail-
ability of this degenerate partition is harmless, asnear as | can tell.

This correlation between proportional readings and sets of bond vari-
ables is not guaranteed on the situation-based account advocated by, e.g.,
Berman (1987) and Heim (1990). This work is based on Kratzer’s theory
of situations (e.g., Kratzer (1989)), on which situations contain other smaller
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situations as parts. On these proposals, proportional readings depend on the
lattice structure of the situationsin amodel. Different proportional readings
correspond to evaluating a quantification at a different level of granularity.
At each different level, adifferent set of instances are lumped together into a
single event. To see how thisworks, consider the sentencein (54).

(54) If aletter arrivesfor me, I'm usually at home.

Berman observesthat if fifty lettersarrive on the one day that hefailsto be at
home, that day’ slettersdo not constitutefifty separate counterexamplesto the
generalization asserted by (54). In our terms, the letter variableisirrelevant
for distinguishing cases.

Berman takes this exampl e to mativate asituation-based approach to in-
dividuating cases.

Given the fact of our world that letters typically arrive in bunches
congtituting a single delivery, letter-arriving is plausibly classified
as such a vague [i.e., lumpy] situation, wherein the arrival of 50
letters is ordinarily on a par with that of a single letter. (Berman
(1987, 16))

Assuming thereis someway of figuring out which sub-eventsinwhich asin-
ole letter is delivered will get lumped together into a single letter-arriving
event, thenitisclear that an account on which quantifiers quantify over (pos-
sibly complex) eventswill be capable of describing any desired proportional
reading. Here each sub-event (the arrival of a single letter) corresponds to
one of our instances, and a complex event (the arrival of the day’s letters) is
exactly analogousto a case.

What islost on the situation account is the connection between the vari-
ables involved and the variety of possible proportional readings. For the
situation-based account, the division of the set of instances into lumps de-
pends so strongly on the facts of the world that we should predict that there
will be as many proportional readings as there are ways of lumping minimal
situations together.

Inany case, now that we have asystem for predicting the range of possi-
ble partitions on a set of variables, we must adjust our method for cal culating
the truth conditions for a quantificational expression.

(55) A casesatisfiesaformulaiff at least oneinstance
of that case satisfies the formula.
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In (51), for instance, the first case satisfies the nuclear scope because its only
instance satisfies the nuclear scope. But the third case does not satisfy the
nuclear scope, since none of its instances satisfies the nuclear scope.'*

Now that we have an idea of what the possible range of proportional
readings is, we can turn to the problem of predicting which reading will be
preferred on any given occasion.

Predicting proportional readings

We have seen how to characterize the range of possible proportional readings
based on a set of distinguished variables. In general, given aset V' of bound
variables, there will be as many proportional readings as there are subsets of
V. A number of writers have speculated on how to predict which propor-
tional reading will be appropriate for any given situation (including Bauerle
and Egli (1985), Kadmon (1987), Heim (1990), and Chierchia (1990)). Some
of the factors that seem to be relevant include the way in which situations
are individuated (lumped); focus; and the presence of donkey pronounsin
the nuclear scope. However, although there has been some success at char-
acterizing what different proportional readings are possible, no one has yet
put forward a comprehensive theory predicting which proportional reading
will be preferred in any given situation. | will not attempt to develop such a
genera theory here, but | will make some general comments, followed by a
more specific principle that we will need in section 4.8.

Asbefore, let R be some subset of V. Then we can express constraints
on the availability of proportional readings as constraints on the membership
of R.

(56) A variablexz € V will bein R (i.e., relevant for distinguishing
cases) if thereis a non-accidenta correlation between
the value of 2 and the value of the nuclear scope.

14 Note that the requirement for satisfaction given in (55) is as weak asiit
could be: it would sufficeif only one out of many instances satisfied the nu-
clear scope. So far, this has not been an issue; all of our examples have in-
volved situationsin which al or none of theinstances of a case have satisfied
the nuclear scope. AsChierchia(1990) points out, however, the weak formu-
lation is necessary for the most natural reading of the sentence Usually, if a
man has a dime, he putsit in the meter (attributed to Pelletier and Shubert).
If aman hasthree dimesin his pocket, normally he will only put one of them
into the meter with respect to any quantificational case. Yet each of the three
dimes will correspond to a separate instance of that case. Here only one out
of three instances satisfies the nuclear scope, but the case intuitively counts
as confirming the generalization.
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In other words, avariablewill berelevant for distinguishing casesif it is per-
ceived to be relevant for affecting the outcome of the quantification.
We can see how thisworks for the examplesin (46), repeated here.

(57) a Usually, if awoman owns adonkey, sheis happy.

b. Usually, if adrummer livesin an apartment complex,
itishalf empty.
c. Usudly, if aman seesachild, they smile at each other.

We observed in the previous subsection that the preferred reading for (57a)
has thewoman variable asthe only relevant variable; (57b) hasthe apartment
variableasthe only relevant variable; and (57¢) hasboth the man variableand
the child variable asrelevant. To see how therulein (56) predicts these read-
ings, let us consider them one at atime. In (56a), consider the proposition
denoted by she is happy. This dependsrather strongly on who the womanin
guestionis. Thismeansthat thereisanon-accidental correlation between the
value of the woman variable and the satisfaction of the nuclear scope. This
is sufficient to nominate the woman variable as relevant for distinguishing
cases. The donkey variable, in contrast, does not affect the value of the nu-
clear scope. For any given women, sheis either happy or unhappy, no matter
which of her donkeys sheis paired with.

In (57b), there is a similar contrast between the drummer variable and
the apartment variable. Whether the apartment building in question is half-
empty depends only on the identity of the apartment building, and does not
depend on which drummer we have in mind. Thusin (57b), we predict that
the apartment variable will be relevant and the drummer variable will not be.

In (57c), however, whether or not aman and a child smile at each other
depends on the disposition of both the man and the child. A particular man
may smile at one child, but frown at another. By the same token, a particular
child may smileat thesight of itsfather, but cry at the sight of astranger. Thus
it is not sufficient to know the value of the man variable or the child variable
aloneinorder to predict whether the nucl ear scopeissatisfied. Becauseof this
symmetry in the influence of the value of the two variables on the outcome
of the nuclear scope, they receive equal status with respect to distinguishing
cases, so that both variableswill be members of R.

Therulein (56) isnot formulated precisely enough to make firm predic-
tions. | will not develop the modal logic necessary to make the notion of a
“non-accidental correlation” more precise here. However, for our purposes,
it will sufficeto mention two rules of thumb that depend on purely structural
aspects of the quantification at hand.

(58) Variablesthat are relevant for distinguishing cases
must occur in the trandlation of the restriction.
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Thisrule simply givesthe equivalent of Heim’srule of existential closure for
the nuclear scope, as motivated by examples like (59).

(59) Usualy, if awoman owns adonkey, she beatsit with a stick.

Both the woman variable and the donkey variable occur in the translation of
therestriction, so they can potentially be relevant for distinguishing cases (as
far as (58) is concerned). Note that both the woman variable and the don-
key variable also occur in the nuclear scope (on the relevant reading) as the
trand ations of the donkey pronouns.

However, the stick variable occurs only in the translation of the nuclear
scope. To seethat the stick variable can never be relevant for distinguishing
cases, imagine we have a particular woman in mind, as well as one of her
donkeys. She beats this donkey on several occasions, and each time she uses
adifferent stick. Thereisno reading of (58) on which there are separate cases
corresponding to which stick the woman used. Thisis predicted by the rule
in (58), since there is no occurrence of the stick variable in the transl ation of
therestriction of (59). We will henceforth ignore variablesthat occur only in
the nuclear scope.

The second rule of thumb will proveto be crucial for our understanding
of the proportional readings of quantificational possessives.

(60) The variable corresponding to the surface structure complement
of aquantificational determiner is aways relevant
for distinguishing cases.

As is widely known, examples involving adverbial quantifiers give rise to
proportional readings that are unavailable to examples involving nominal
quantifiers.

(61) a  Usually, if adrummer livesin an apartment building,
itis half-empty.
b. Most drummerswho livein an apartment building likeit.

Both of these sentences have a drummer-dominant reading. In addition, the
adverbial quantification in (61a) also has a reading on which the apartment
variable is relevant but the drummer variable is not. In fact, as described
above, the apartment-dominant reading is the preferred reading for (61a) ina
neutral context.

However, (61b) does not have an apartment-dominant reading. To see
this, noticethat if an apartment building housestwenty drummers, each drum-
mer who dislikes her apartment building counts as a separate counterexample
totheclaimin (61b). In other words, the drummer variableis necessarily rel-
evant for distinguishing casesin (61b), as predicted by (60). We shall seein
the next section that thisrule is crucia for predicting the truth conditions of
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guantificational possessives, since it entails that the possessor variable will
always be relevant for distinguishing cases.

8. The per spective paradox resolved

This section investigates the consegquences of the theory of unselective bind-
ing and proportion sketched in the previous sections for instances of quan-
tification involving possessives. We will discuss both non-quantificational
possessives that occur in thelogical scope of some other quantificational op-
erator, as well as quantificational possessives, in which the quantificationin
question arises from a quantificational determiner embedded in the posses-
siveitsalf.

The goal of this section (and this chapter) isto account for the intuition
that possessives in general, and especially quantificational possessives, can
be “about” either the class of objects described by the possessor, or the class
of objects described by the possessee description.

(62) Most younger students' favorite teachers smile at them often.

Intuitively, (62) can either be construed asageneralization about younger stu-
dents (they prefer friendly teachers), or about what sort of teachers can be
expected to smile at their students (the ones who aren’t worried about being
popular).

Uptothispointinthedissertation, | have argued that thereisno relevant
ambiguity in (62) at any level of representation, either in the syntactic surface
structure (chapter 1), in the descriptive content (chapter 2), or in the logical
form due to possessives (chapter 3). How, then, can we account for the intu-
ition that (62) isambiguous? | have argued that that the quantificationin (62)
bindstwo variables, the student variable and the teacher variable. What | will
suggest hereisthat the different readings of (62) result from different choices
for which of thesetwo variables are assumed to be relevant for distinguishing
Cases.

In chapter 1, | argued that syntactic possessives have only a spec-of-DP
structure, so that thereis only one syntactic constituent structure availablefor
the possessivein (62) (namely, [[most younger students'] favoriteteachers]).
To see that the possessive in (62) must be syntactic (rather than a posses-
sive noun-noun compound, as in most men’s rooms), notice that the adjective
younger modifiesonly the student description, that the possessor and the pos-
sessee houns are separated by the adjective favorite, and that the possessive
neither receives an idiomatic interpretation, nor does it serve as the name of
akind. Furthermore, the pronoun themis anaphorically linked to the student
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description, which further supports the hypothesisthat there is no possessee-
dominant analysisfor (62). Asargued in chapter 1, all of these factsindicate
that there is no syntactic ambiguity in the possessivein (62).

In chapter 2, | argued that possessives are potentially ambiguous across
avariety of interpretations, depending on the argument structure of the pos-
sessee nominal. In particular, a possessive can be ambiguous between alex-
ical interpretation or an extrinsic interpretation. But this ambiguity is inde-
pendent of the ambiguity we are trying to explain, as shown by the example
in (63).

(63) Most kindergartenteachers' children obey them.

Asexplained in section 4.5, the possessive in (63) can entail either that there
is akinship relation between each teacher and their children, or an extrinsic
relation. On the kinship reading, (63) describesthe home life of kindergarten
teachers, and on the extrinsic reading, (63) describes how effective kinder-
garten teachers are in the classroom. On both of these readings, there is still
the sense that (63) can either be a statement about the properties of kinder-
garten teachers, or a statement about a particular group of children. For in-
stance, on thekinship reading, (63) can either suggest that kindergartenteach-
ers are so used to absolute control at school that they exact the same sort of
obedience from their own children, or that of all the different kinds of chil-
dren, at least the ones whose parents are professional teachers are likely to
be well-behaved. Thus the different perspectives on what a quantificational
possessive is about cannot be explained as a consequence of any variability
in its descriptive content due to the argument structure of the possessee.

In chapter 3 | argued that a quantificational possessor phrase must raise
to take scope over its host possessive phrase. This might have led to an ex-
planation for the perspective parado, if therewere evidencefor the existence
of two distinct logical forms such that in one, the possessor phrase had scope
over the possessee phrase, and in the other, the possessee phrase had scope
over the possessor. Then we could predict that the description that had scope
over the other would be the description that the quantification was about. But
thefact that arai sed determiner phrase must commanditstraceinlogical form
entailsthat therewill only be onelogical formfor each possessive. Thatis, in
order for a quantificational possessor phrase to command its trace in logical
form, the possessor must command its host possessive. Therefore the pos-
sessor phrase will always have scope over its host possessive, as argued in
chapter 3. Thismeansthat thereisno hope of accounting for the relevant am-
biguity of (62) or (63) based upon any indeterminacy at the level of logical
form.
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The only remaining candidate, then, for an explanation for this phe-
nomenon is the indeterminacy in interpretation described in the last two sec-
tions. Thatis, | claim that what a quantificationisabout correlateswith which
variables are relevant for distinguishing cases.

Non-quantificational possessives

To see how this would work, consider first an example involving a non-
guantificational possessive. Recall from section 4.6 that the only way that
anon-quantificational possessivewill be bound by a quantifier is by virtue of
the absorption principle. Thismeansthat in order to be bound, thetranslation
of the possessive must contain an occurrence of a bound variable.

(64) a  Usualy, if ayoung mother hasachild that is sick,
shetakesit to the doctor.

b.  Usually, if ayoung mother’s child is sick,
shetakesit to the doctor.

Ontherelevant reading for (64a), both the mother variable and the child vari-
able are bound by the quantification. Similarly, (64b) has areading on which
the mother variableisbound. On thisreading, thanksto the Absorption prin-
ciple, thechild variablewill also be bound. For both examples, thereisapro-
portional perspective on which each instance in which a mother failsto take
asickly child to the doctor constitutes a separate counterexample. If so, then
the child variable is relevant for distinguishing cases. In addition, both ex-
amples also have areading on which the child variable is not relevant. For
example, if most of the women in the neighborhood rush their children to the
doctor at thefirst sign of acough, but thereis one woman with many children
who often get sick, but who istoo poor to ever take them to the doctor, this
one poor woman counts as a single counterexampl e to the claim.

Finally we are beginning to see how the availability of avariety of pro-
portional readings can lead to an explanation for the perspective paradox. If
the child variable is not relevant, then the statements in (64) are generaliza-
tions about the behavior of women; but if the child variable isrelevant, then
the statementsin (64) are generalizationsabout the properties of children who
have young mothers.

However, there is an important difference in entailments between the
two sentences. Recall from section 2.5 that the use of a possessive presup-
poses that there is a unique child for each women. This meansthat there will
be a one-to-one correspondence between women and their children for the
possessive example, so that there will necessarily be at most one instance per
case on either reading.
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(65) mother sick child takesit to the doctor
a mi C1 yes
b. mo Co yes
C. ms C3 no

If we decide that only the mother variable is relevant, there will be one case
per mother, so that each instance will constitute a separate case. But if we
decide instead that the child variable is the only relevant variable, then there
will one case per child, and each instance will still constitute a separate case.
Therefore the uniqueness presupposition for possessives entailsthat different
proportional readings for (non-quantificational) possessivesin the scope of a
quantificational operator will always haveidentical truth conditions.

Any attempt to find distinct truth conditions that depends on having
more than one possession per possessor will come to grief because of the
uniqueness presupposition. But what happenswhen thereis potentially more
than one possessor for each possession?

(66) Usualy, if adrummer’sapartment building has thin walls,
it is half-empty.

Since more than one drummer can live in the same apartment building, it is
possiblefor the possessive description in (66) to describe the same apartment
building for different choices of adrummer.

(67) drummer apartment half-empty
a d ai yes
b. do a yes
C. ds as no
d. dy as no
e ds as no

Here there are three drummers living in the same apartment building. The
rent in apartment building as is so low (that's why the drummers are living
there) that even though the walls are very thin and the drumming is loud, no
one iswilling to move to a more expensive place. On this scenario, we will
have one case per apartment building, so that the threeinstances of drummers
who livein building a3 constitute a single case, and, given the factsin (67),
the generalization is predicted true.

If, onthe other hand, we decide that the drummer variableisrelevant for
distinguishing cases, then we would get another case structure. Perhaps the
reason as is till full is that the three drummers who live there take specia
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painsto practice quietly. If any one of the noisy drummers moved into apart-
ment building as, it would promptly empty out. On thisscenario, itis plausi-
ble that the drummer variableisrelevant for distinguishing cases. In thissit-
uation, each drummer will correspond to adistinct case, so that each instance
in (67) will constitute a separate case. Then more than half of the cases will
be cases in which the drummer’s apartment building is not half-empty, and
the generalization will be predicted false. Thus different assumptions about
which variable is relevant for distinguishing cases can lead to distinct truth
conditions for non-quantificational possessives.

We could al so suppose that both the drummer variable and the apartment
variable are relevant. However, thanks again to the uniqueness presuppo-
sition, there is always a unique apartment building for each drummer. This
means that the symmetric reading will always be indistinguishable from the
possessor-dominant reading, at least, asfar astruth conditionsare concerned.

Some similar examples appear in (68).

(68) a  Usually, if asick child’'smother has any money,
shetakesit to the doctor immediately.

b. Usually, if astudent’steacher likes him, she passes him.
c. Usudly, if apaper’sauthor is a graduate student, it islong.

In each of these sentences, thereis certainly a possessor-dominant readingin
which each child, student, and paper counts as a separate case. But thereis
also potentially a possessee-dominant reading in which it isonly the qualities
of the mother, the teacher, and the author that count. The fact that these give
riseto distinct truth conditions establishesthat the possessor variable and the
possessee variable are bound independently, and that which variable is as-
sumed to be relevant for distinguishing cases can lead to distinct truth condi-
tions for non-quantificational possessives.

Quantificational possessives

Naturally we should expect that the same range of readings are available for
guantificational possessives. | will argue that quantificational possessives
do have a possessor-dominant reading and a symmetric reading, but these
two readings|ead to identical truth conditions because of the uniqueness pre-
supposition. Unfortunately, the reading that lead to distinct truth conditions
for the non-quantificationa examplesabove, namely, the possessee-dominant
reading, isunavailablefor quantificational possessives. Thereason isthat we
already know from the non-possessive examplesin section 4.7 that the vari-
able corresponding to the surface structure complement of a quantificational
determiner is aways relevant for distinguishing cases. For quantificational
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possessives, thismeans that the possessor variableis awaysrelevant for dis-
tinguishing cases.

(69) Most people’sfavorite color isblue.

It is easy to imagine that a number of people have the same favorite color, as
suggested by (70).

(70) person color isblue
a m r no
b. po y no
C. p3 b yes
d ps b yes
e ps b yes

Here one person likesred, one person likes yellow, and three different people
like blue. If it were possible for the color variable to be relevant at the same
timethat the person variablewasnot rel evant, wewoul d expect the case struc-
tureindicated in (70). Therewould be three cases, onefor each color, and we
would predict that (69) is false in this situation, since only one out of three
favorite colorsis blue.

However, (69) does not have such areading. In general, quantificational
possessives only have readings on which the possessor variable is relevant.
But thisis exactly what we would predict from the general theory of propor-
tion outlined in the previous section, since we stipulated there that the vari-
able corresponding to the surface structure complement of a quantificational
determiner is always relevant for distinguishing cases.

(71) Most drummer’sapartment buildings are half-empty.

In contrast to the adverbial and the non-quantificational possessive examples
above, (71) does not have an apartment-dominant reading. That is, if three
drummerslive in the same full apartment building, they each count as a sep-
arate counterexampleto the claimin (71), no matter what the circumstances.

So far al we have said is that the possessor variable must be relevant.
This leaves two possible proportional readings available for a simple quan-
tificational possessives: either the possessee variable is relevant, leading
to a symmetric interpretation, or it is not relevant, leading to a possessor-
dominant interpretation. These two possibilitiesaccount for the intuition that
quantificational possessives have two distinct kinds of interpretations, ac-
cording to whether the quantification is taken as a characterization of the set
described by the possessor (possessor-dominant interpretation), or as a char-
acterization of the set described by the possessee, i.e., the set described by the
possessive as a whole (symmetric interpretation).
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However, athough there is a strong intuition that these interpretation
schemes are somehow distinct, they do not give rise to distinct truth condi-
tions. Asfor the non-quantificational possessives, the uniqueness presupposi-
tionsof possessiveswill entail that thesetwo readingsalwayslead toidentical
truth conditions.

(72) Most graduate students' longer papers are about English.

Here the presence of the adjectives guarantees that we do not have a houn-
noun compound (see section 1.4). Now consider the truth conditionsfor this
sentence given the situation depicted in (73).

(73) student paper about English
a S1 jul no
b. S92 P2 no
C. s3 p3 yes
d.  s3 2 yes
e. 83 Ps yes

In order to test whether there is a difference in the truth conditions between
the possessor-dominant reading and symmetric reading, we would like to
have a set of instances as given in (73). For the symmetric reading, each
student/paper pair would count as a separate case, but for the possessor-
dominant reading, we would have the case structure asindicated in (73), giv-
ing rise to different predicted truth conditions.

However, the set of instancesin (73) violatesthe uniqueness presupposi -
tion, sincethere aredistinct instancesthat agree on what they assignto the stu-
dent variable but which differ in what they assign to the paper variable (e.g.,
(c) and(d)). Inorder for the uniqueness presuppositionto be satisfied, if apar-
ticular student wrote morethan one paper, then the value of the paper variable
must be a proper sum. As described in section 2.5, the paper variable will
always be the maximal set of papers possessed by the relevant student (see
also section 4.9 for amore detailed discussion of uniqueness presuppositions
in quantificational contexts).

(74) student  paper about English
a s {p1} no
b. ED) {pz} no
C. 53 {p3;p47p5} yes

This set of instances depicts the same facts, but it is consistent with the
uniqueness presupposition: there isat most one value for the possessee vari-
able for each choice of a possessor. We are still free to decide that the pos-
sessee variable is relevant or not for distinguishing cases, but either choice
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necessarily results in the same case structure, namely, the partition on which
each instance corresponds to a distinct case.

To summarize, the unselective binding theory of quantification moti-
vated in the first part of this chapter predicts that the possessor description
and the possessee description will both give rise to variables that can be in-
dependently bound by a quantifier. Given a general theory of proportional-
ity as sketched in section 4.7, we predict that possessives will have a vari-
ety of proportional readings, depending on which of itsvariables are taken as
relevant for distinguishing cases. Which variables are relevant corresponds
exactly with intuitions concerning what a quantification involving a posses-
siveis about. Confirmation of these assumptions comes from the fact that a
non-quantificational possessive can give rise to distinct truth conditions for
its possessee-dominant reading versus its possessor-dominant reading.

However, there are two factors which work to obscure the full pattern
of expected proportional readings. One factor is the uniqueness presuppo-
sition associated with the possessive construction, which requires a unique
possessee for each choice of a possessor. This has the effect of guaranteeing
that the case structure for the possessor-dominant reading and the symmet-
ric reading will be identical, leading to identical truth conditions. Therefore
the possessor-dominant reading and the symmetric readings will always be
indistinguishable from the point of view of truth conditions.

The second factor affects only quantificational possessives. As moti-
vated for non-possessive examples (see section 4.7), the variable due to the
surface structure complement of a quantificational determiner is always rel-
evant for distinguishing cases. It follows that the possessor variable in a
quantificational possessive will always be relevant for distinguishing cases.
This means that a quantificational possessive will never have a possessee-
dominant reading. It can have either a possessor-dominant reading or asym-
metric reading, but since the uniqueness presupposition guaranteesthat these
two readings have identical truth conditions, even though quantificational
possessives have distinct proportional readings, they can never give rise to
adetectable differencein truth conditions.

9. Fragment

This section presents the final increment to the fragment developed in chap-
ters 1, 2, and 3. It focuses primarily the interpretation of possessives in
guantificational contexts, especially when the quantificational element comes
from a determiner embedded in a possessor phrase.

Recall from chapter 3 that quantifiers take two logical arguments cor-
responding to a restriction and a nuclear scope. For quantificational deter-
miners, the restriction corresponds to a (raised) determiner phrase, and the
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nuclear scope correspondsto aclause. Theinterpretation rulesfor quantifica
tional determinerstransl ate both the restriction and the nuclear scope astruth-
value-denoting expressionsin thelogic, that is, as formulas.

(75) [Most people’s dogs bark]
= most([people(z) A (z,y) A dogs(y)], [bark(y)])

Asusua, we will hold the choices of amodel and a possible world constant,
and recursively define the value of a quantificational formulawith respect to
an assignment function g supplied by the context in which the quantification
is embedded.

(76) [a(qs, Qp)]]g = Qa(Ka Ks)

Here « is the trandlation of the quantificational operator we are trying to in-
terpret, ), isthe generalized quantifier denoted by o, and K and K, are sets
calculated from ¢, v, and g, as described below. Roughly, K is the set of
relevant cases, and K, is set of cases that satisfy the nuclear scope.

Standard generalized quantifiers, e.g., asin Barwise and Cooper (1981),
are relations over sets of individuals. Here, generalized quantifiers will be
relations over sets of cases (that is, sets of sets of assignment functions).
As described in van Eijck (1985), generalized quantifiers can be defined in
terms of the cardinality of their arguments. Therefore, let r = |K|, and
let s = |K,|. Then Qevery(K, K;) istruejustin caser = s, and false
otherwise; Qmogt (K, K) istruejust in case s is at least half aslarge as r;
and Qsome(K, K;) istruejust in case s is greater than or equal to 1; and
Qno(K, K,) istruejust in case s is 0. Note that these definitions are only
intended to cover quantification involving at most afinite number of cases.

The set of cases K will be a partition on a set of assignment functions.
That is, a caseis simply a set of assignment functions. Any theory of quan-
tification that is capable of making predictions concerning donkey anaphora
and proportion situationswill have to characterize the set of relevant casesin
one way or another; however the set of cases is described, we can calculate
K, asgivenin (77).

(77) K,={ke K:3f €k[[y]’ =T}

Thus K, isthe set of cases that contain at least one instance that satisfies the
nuclear scope.

It remains only to explain how to calculate the set of assignment func-
tionsthat will belegitimateinstancesfor any use of aquantificational expres-
sion, and then to calculate the set of cases K. Theingredientsthat are needed
for determining the set of legitimateinstances consist of the set of bound vari-
ables V, the trandation of the restriction ¢, and the assignment function g
against which the quantificational expressionisto be evaluated. Therulesfor
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calculating the membership of V' as motivated in section 4.6 are summarized
in (78) here.

(78) A variable z occurring as the index of a determiner phrase A

a maybeinV if A isan indefinite occurring either
in the restriction or the nuclear scope of a;

b. mustbeinV if thereissomevariabley in V'
such that y occursin the trandation of A;

c. mustbeinV if aisthehead of A; and
d. may notbeinV except asprovided for in (a), (b), and (c).

Then V' isany set of variablesthat is consistent with (78). For each instance
of quantification, there are a number of possible choicesfor V', according to
the optionality implicitin (78a). That is, someindefinitesmay freely beinter-
preted as bound or not. Here (78b) expresses the Absorption principle. Note
that someindefinitesmust be bound in order to satisfy (78b). Therulein (78c)
expresses the observation that the surface structure complement of a quan-
tificational determiner must always be bound by the denotation of that deter-
miner. Recall that these rules have two important consequencesfor theinter-
pretation of possessives: if the translation of a possessive contains a bound
variable, then that possessive will be bound (Usually, if a woman hates her
hair, she cuts it); and both the possessor variable and the possessee variable
in a quantificational possessive will be bound by the quantificational deter-
miner.

Therulesin (78) refer to syntactic categories and hierarchical relation-
ships in logical form. Obviously, a more compositional formalization is
needed here. However, this would require quite a bit of formal machinery
that | am not prepared to develop to the appropriate level of detail. At the
very least, we would have to associate with each expressionin thelogic alist
of variablesthat could be bound in that expression. In other words, thisisthe
place where the decision to pursue an unselective theory for the sake of ex-
pository clarity—rather than, say, a dynamic logic approach on which these
problems aretreated in detail—falls short of the desirefor afully explicit for-
mal method for evaluating quantificational expressions.

In any case, once we have determined the set V' of variables bound by
a, we can calculate the set of instancesthat are relevant for the evaluation of
the quantification. The set I of legitimate instances will be the maximal set
of assignment functions f such that [¢] = T, where f'(z) = f(z) for all
z € V,and f'(z) = g(z) otherwise. That is, every legitimate instance must
provide values for the bound variables that render the restriction true.
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In addition, we will requirethat I is consistent at least with any presup-
positions associated with therestriction. In particul ar, the uniqueness presup-
position for possessives described in section 2.5 will have the following ef-
fect. Assumethat z isavariable indexing a possessor phrase for a particular
possessive, and y is the variable indexing the whole possessive. Then if f
and f' are legitimate instances such that f(z) = f'(z), it must be true that
fy) = f'(y). Thatis, any legitimateinstancesthat agree on what they assign
to the possessor variable must a so agree on what they assign to the possessee
variable. In other words, for any set of legitimate instances, there must be a
unique possession for each possessor. On this view, the uniqueness presup-
position associated with the possessive is satisfied or not only with respect
to a set of assignment functions. See Kadmon (1987) for a more detailed
exposition of this approach to uniqueness, where she expresses her general
uniqueness reguirement as a constraint on the set of legitimate embeddings
for adiscourse representation.

Once we have determined the set of legitimate instances I, all we need
todoisfactor I into cases. In order to do this, we must chooseaset R C V,
where R is the set of variables that are relevant for distinguishing cases. As
described in section 4.7, 1 will adopt the simplifying assumption that thereis
only one constraint on the membership of R: if z istheindex of a determiner
phrase A headed by «, then z isin R. The most important consequence of
this constraint for our purposesisthat it entails that the possessor variablein
aquantificational possessivewill alwaysberelevant for distinguishing cases.

Finally, K will bethat partition on I such that two assignment functions
f and f' are members of k, for some k € K, if andonly if f(z) = f'(z)
for all z € R. Put another way, two instances will be members of different
cases only if they differ in what they assign to some variable that is relevant
for distinguishing cases.

Examples

I will illustrate how these rules work by comparing the interpretation of an
instance of adverbial quantification with aninstance of aquantificational pos-
sessive. In order to make this comparison, we must adopt alarge number of
more or less reasonable assumptions, all intended to provide two examples
that differ only in those waysthat are crucial for illustrating the special prop-
erties of quantificational possessives as opposed to quantificational adverbs.
To begin, we must assume that we have extended the syntactic analysis,
the rules that govern logical form, and the translation rules so as to provide
an analysisof adverbial quantification. Thiswill involve at least allowing for
the syntax of adverbial expressions, aswell for logical form ruleswhich raise
guantificational adverbsto provide them with the appropriate logical scope.



182 / POSSESSIVE DESCRIPTIONS

(79) a  Usually, if astudent writes a paper, it wanders.

b. [usualy] ([student(z) A writes(z,y) A paper(y)],
[wander s(y)])

This hypothetical trandation is intended to be as similar as possible to the
trandlation provided by our fragment for the following quantificational pos-
sessive.
(80) a Most students' paperswander.

b. [most]([students(z) A m(z,y) A papers(y)], [wander (y)])
We must also assume that usually denotes the same quantifier as most. We

can also assume that these two expressions are to be evaluated with respect
to a situation in which the following facts hold.

(8D student paper wanders
a s jul yes
b. 81 P2 yes
C. 2 p3 yes
d s y2 yes
e. S3 D5 no
f. S3 Pe no
g s3 pr no
h. 83 Ps no
i. 83 Po no

For thisworld, assumethat the write relation and the 7 relation are coexten-
sional, so that write(z, y) = 7 (x,y); furthermore, we can assume that these
relations contain only pairs mentioned in some line of the chart in (81). Fi-
nally, we must also assume that in both examples, both the student variable
and the paper variable are bound by the quantifier. Then any differencein the
truth conditionsfor (79) and (80) will be due only to differencesin the set of
instances, or to differencesin the choice of the set of relevant variables.
First, consider the adverbial example. By assumption, the set of bound
variables V' = {z,y}. Thisis consistent with (78), since z and y both in-
dex an indefinite determiner phrase that occurs in the logical scope of usu-
ally. Thus the set of legitimate instances I will contain at |east one assign-
ment function for each lineinthechartin (81). In particular, using the lower-
case letters identifying the lines in (81) as indices, let f, be an assignment
function such that f,(z) = s; and f,(y) = p1, and similarly for fs, ..., f;.
In addition, I will contain many more assignment functions that differ from
fas- -+, f; only in what they assign to variables that do not affect the satis-
faction of either the restriction or the nuclear scope, but we can safely ignore
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these other instances, since they will al be equivalent to one of the instances
fa; LR fz

Since thereis no nominal quantification in this example, we are free to
choose any subset of V' for our set of relevant variables, leading to the fol-
lowing four possibilities for the set of cases K.

R K READING
82 a {} {1}
b. {.’L’} {[fa]; [fc]; [fe]} student-dominant
c. {y} {[fads [fs),---,[f:]}  paper-dominant

d. {x,y} {[fa]a[fb];,[fz]} wmmetric

Here | use the notation [ f] to indicate the equivalence class containing f. If
we decidethat neither of the bound variablesarerelevant, asin (82a), then K
will contain a single case consisting all of the legitimate instances. Since it
doesn’t make senseto use the quantificational adverb usually whenyouintend
to describe a situation involving a single case, (82a) does not correspond to
any intuitively appropriate perspective on the situation, although it presence
hereisharmless; in any case, | will ignore this possibility from now on.

In (82b), we see that distinguishing cases only on the basis of the iden-
tity of the student (the student-dominant reading) leads to a case structurein-
volving three distinct cases, sincethere are three studentsin thismodel. Sim-
ilarly, in (82c), distinguishing cases on the bases of the identity of the paper
leadsto nine cases, sincethere are nine papers. In thissituation, since none of
the papers were co-authored, the paper-dominant reading and the symmetric
reading given in (82d) give rise to the same case structure.

K K, Qusually(Ka Ks)

@3) a {lfal[fL.lf]}  Alfal: [fe]} true
b. {[fa]a[fb]aa[fz]} {[fa]a[fb]a[fc]a[fd]} false

In (83a), we have the evaluation of the student-dominant reading. There are
three cases, only two of which satisfy the nuclear scope. In (83b), we havethe
evaluation of the symmetric reading (which is equivalent in this situation to
the paper-dominant reading). There are nine cases, four of which satisfy the
nuclear scope. Since the truth conditions require that more than half of the
cases must satisfy the nuclear scope, we predict that the quantification will
be true on the student-dominant reading, but false on the symmetric reading.
That is, the truth of the adverbial quantification depends on whether each of
the meandering papers of student s3 counts as a separate counterexample to
the generalization expressed by the quantification.
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Now consider the quantificational possessive. We must have a differ-
ent set of instances for this quantification, since the presuppositions have
changed. Thanksto the singular marking on the indefinite a paper in the ad-
verbial example, we considered only those assignment functionsthat mapped
the paper variable onto a single paper. But in the quantificational possessive
exampl e, the plural marking on the possessee allows us (but does not require
us) to consider assignment functionsthat map the paper variable onto a proper
sum, that is, acollection of papers. However, in addition, the uniqueness pre-
supposition due to the possessive construction requires that there be a unique
set of papers possessed by each student. In effect, each student will be asso-
ciated with only the maximal collection of salient papers possessed by her.
Assuming that all of the papers mentioned in (81) are salient, this gives the
following set of legitimate instances 1.

o f@)  fly)

a f. s1 {p1,p2}
b. fi s {p3,P4}
c. fo s3 {ps,ps, 7,8, D0}

Now there are only three legitimate instances, one for each student and her
unique set of papers, even though (84) represents the same set of facts de-
pictedin (81). Sincez istheindex for the determiner phrase headed by most,
2 must be a member of R. This means that there are only two possibilities
for R, depending on whether or not the possessee variableistaken asrelevant
for distinguishing cases: either R = {z} (the possessor-dominant reading),
or R = {z,y} (the symmetric reading).

R K K @most (K, K5)
(85) a {.Z'} {[fa]7 [fb]; [fc]} {[fa]; [fb]} true
b. {w,y} {[fa]7[fb]7[f0]} {[fa]a[fb]} true

On the possessor-dominant reading, thereisone case per student, giving three
cases. On the symmetric reading, there is one case for every distinct stu-
dent/paper pair; but since there is a unique paper for each student, there will
also be three cases for the symmetric reading. Thusin contrast to the adver-
bial example, we predict that both of the proportional readings available to
the quantificational possessive example will have identical truth conditions.

(84)
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Concluding remarks

This dissertation has motivated and defended an analysis of the semantics of
the possessive construction in English. The analysis gives atreatment of the
syntactic structure, the descriptive content, the presuppositions, the logical
form, and the quantificational properties associated with possessives. The
model -theoretic fragment devel oped in the dissertation providesaunified for-
mal account of lexical versus extrinsic possession, the licensing of donkey
anaphora and negative polarity items, the narrowing effect, and the perspec-
tive paradox.

Perhaps the most surprising result of the investigation is the discovery
that possessives do not have the truth conditionsthat it seemsthat they ought
to have. That is, the first assumption of most linguists, and even most se-
manticists, is that possessives are ambiguous between a spec-of-DP struc-
ture ([[most students'] dogs]) and a spec-of-NP structure ([most [students
dogs]]), and that the truth conditions for quantificational possessiveswill re-
flect this ambiguity. In particular, the expectation is that one reading will
involve quantification over possessors (students), and the other reading will
involve quantification over possessees (dogs). But quantificational posses-
sives simply cannot quantify over the extension of the possessee phrase (re-
call that the truth conditions of most peopl€e’s favorite color is blue cannot be
determined solely by counting colors). | have suggested an explanation for
thisdiscrepancy between expectation and observed behavior based on general
properties of quantification. That is, whenever a quantifier binds two vari-
ables, there will be a variety of different proportional readings. In the case
of quantificational possessives, factors intervene to prevent the full range of
expected readings from showing up (in particular, a difference between ad-
verbial quantification and nominal quantification in general), and even those
proportional readingsthat are available cannot be distinguished by means of
truth conditions, thanks to the effect of the uniqueness presupposition asso-
ciated with possessives. Thus my account explains the intuition that posses-
sives are ambiguous, as well as the reason that this ambiguity does not lead
to any detectable different in truth conditions.

However, even if thisanalysisisright, thereis still something left over
to be explained. My impressionisthat theintuition that possessives can have
a right-branching (spec-of-NP) structure is almost overpowering, even for
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linguists who have been convinced that it simply doesn’'t exist. Why isthis
mistaken intuition so persistent, and so strong? One possible place to ook
for an explanation is in a theory of performance. Note that the possessive
is the only construction in English which is fully left-recursive ((DP — DP
D']). Perhaps our brains simply can't accept the fact that at the moment we
hear a determiner, we can’t tell how deeply it is embedded until we find out
how many possessee phrases follow it. It would be especially interesting in
this regard to compare the situation in English with the corresponding facts
for languageswith different phrase structure properties: languageswhich are
predominantly left-branching, such as Turkish or Japanese, or languages in
which possessives are syntactically ambiguousin exactly theway that | claim
English possessives are not (I understand that Finnish may be such a lan-
guage).

Although the perspective paradox isintriguing, and it does bear on gen-
eral issues concerning quantification, binding, and proportion, it is primar-
ily a phenomenon that is peculiar to the possessive construction (at least,
in English). However, my claim that noun phrases are systematically am-
biguous between set-denoting expressions and rel ation-denoting expressions
has much more far-reaching consequences for nominal semanticsin general.
Thereislittle doubt that nouns and nominalsdiffer in some respect according
to whether they arerelational or not; however, it isstill not clear how thisdif-
ference should be reflected in the formal characterization of the denotation of
anominal. In this dissertation, | have taken the strongest position possible,
that is, | claim that an adequate characterization of the descriptive content of
possessives requires that the denotation of arelational noun differs from the
denotation of a non-relational noun every bit as much as the denotation of
atrangitive verb differs from that of an intransitive verb. Thus | construct a
fully compositional account of the descriptive content of nominalsin which
the distinction between relational and non-relational nounsis built in to their
trandations at the lexical level. This means that the relational/non-relational
opposition is unavoidable at any level of projection. Clearly this will have
implicationsthat will lead to unexpected predictions, either good or bad.

Another result of my investigation that potentially has wider implica-
tions is the analogy between the interpretation of possessives and donkey
anaphora. In the sentence Most women’s donkeys bray, the relationship be-
tween the quantifier embedded in the possessor and the logical argument to
the bray predicateis mediated by the possessive constructionin the sameway
that the rel ationshi p between the donkey pronoun and itsindefiniteanaphor in
Most women who own a donkey beat it is mediated through the semantics of
donkey anaphora. | happen to have chosen to defend the unselective binding
conception of donkey quantification asranging over sequencesof individuals,
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rather than a more modern situation-based E-type analysis or a dynamic ap-
proach, but the more important point isthat any analysis of donkey anaphora
should have something to say about theinterpretation of quantificational pos-
SessiVes.

Of course, a number of problems concerning the possessive remain un-
solved. One particularly vexing question concerning the semantics of pos-
sessives is their status with respect to the definite/indefinite opposition. We
have seen a number of ways in which possessives resemble definites (they
carry a unigueness presupposition, they can refer to familiar discourse enti-
ties), aswell asanumber of waysinwhich possessivesmore closely resemble
indefinites (they can refer to novel discourse entities, they can be bound by
quantifiers). | have suggested that possessivesand definitesand indefinitesall
denote descriptions; although this provides a unified framework for explain-
ing ways in which possessives can resemble either definites or indefinites, it
does not explain how they differ. | have no explanation, for instance, for the
behavior of possessiveswith respect to the so-called definiteness effect. For
instance, the ability of a possessiveto occur in an existential there construc-
tion seems to depend on whether the possessor alone can appear in the same
position (There is a/*the man’s daughter in the garden). What is the relevant
definiteness property that a possessor shares with its host possessive? What
exactly is the mechanism by which the projection of this property is accom-
plished?

In sum, | hopeto have shown that the semantics of possessives can play
an important part in the theory of nominal relations, of discourse anaphora,
and of quantification, with special relevancefor donkey anaphoraand the pro-
portion problem.
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